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Preface

Multi robot systems have recently att racted considerable att ention from roboticists as 
these off er the possibility of accomplishing a task that a single robot can not. A robot 
team may provide redundancy and perform assigned tasks in a more reliable, faster, 
or cheaper way. 

This book is a collection of 29 excellent works and comprised of three sections: task 
oriented approach, bio inspired approach, and modeling/design. In the fi rst section, 
applications on formation, localization/mapping, and planning are introduced. The 
second section is on behavior-based approach by means of artifi cial intelligence tech-
niques. The last section includes research articles on development of architectures and 
control systems.

I wish everybody a pleasant and fruitful time reading this book, and, most important-
ly, that the readers learn something new by seeing things from a new perspective.

Finally I would like to express my gratitude to all authors for their invaluable 
contributions.

Toshiyuki Yasuda and Kazuhiro Ohkura

Hiroshima University
Japan
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Swarm Patterns: Trends and 
Transformation Tools 

Blesson Varghese and Gerard McKee 
School of Systems Engineering, University of Reading, Whiteknights Campus 

Reading, Berkshire,  
United Kingdom 

1. Introduction 
The domain of multi-robot systems incorporates research which is inspired by nature. The aim 
of this research is to design man-made systems which incorporate principles observed in 
multi-agent natural systems. The mapping of these principles to man-made systems is referred 
to as biomimetics (Habib et al., 2007) and the area within multi-robot systems that explores this 
mapping is generally referred to as swarm robotic systems (Sahin & Spears, 2005). 
Research within swarm robotics includes self-organisation and an interesting aspect of self 
organisation is pattern formation (Camazine et al., 2003). The term pattern formation in 
literature is used in at least two different ways. Firstly, to define an area of study within 
multi robot systems that covers distinct aspects of patterns such as the establishment, 
maintenance and reconfiguration of patterns. Secondly, to report the natural phenomenon of 
flocking whereby loose or deformed geometric patterns emerge, and not necessarily strict 
geometric patterns (Arkin, 1998). In this chapter, the first usage of the term is adopted. 
The research in this chapter is motivated by two observations based on an extensive review 
of literature based on pattern formation and swarm robotics. Firstly, it was noted that there 
are no mathematical models that exist for pattern formation in swarm robotic systems. 
Secondly, it was also noted that though pattern formation was a classic area of research, yet 
the challenges that have emerged in due course have not been addressed through a unifying 
model. Hence, it was necessary to address the need for a unifying mathematical model that 
can surmount the identified challenges in pattern formation. 
The remainder of this chapter is organised as follows. The next section presents eight 
challenges identified in pattern formation. The second section sets the basic framework for 
mathematical modelling required to address the challenges. The fourth section presents a 
definition for transformation, four cases of transformation and tools for transformation. 
Simulation studies and a discussion are presented in the penultimate section. The last 
section concludes this chapter. 

2. Challenges of pattern formation 
With the progress of research in pattern formation a number of challenges have been 
identified by researchers. This section presents eight challenges which have been considered 
in exploring the need for a unifying mathematical model to address these challenges. The 



 Multi-Robot Systems, Trends and Development 

 

4 

challenges were identified by reviewing extensive literature in swarm robotic systems, 
though only the most relevant of these are referenced here. 

2.1 Establishment of a pattern 
The problem of establishing patterns can be separated into two sub problems: 
a. Identification of robots forming a pattern, which is based on the perceptual ability of the 

participating agents. The agents must recognize and establish communication with their 
peers with the goal of forming a single connected network (Poduri & Sukhtame, 2007). 
The search for peer robots in an environment can be performed by random walks, but 
at the expense of battery power; hence the random walk approach is more appropriate 
for a closed environment with specified boundaries. 

b. Positioning of the robots in the pattern requires a referencing mechanism such as the unit 
centre reference, leader reference, virtual reference and neighbour reference (Balch & 
Arkin, 1998)(Michaud et al., 2002). In the Unit centre reference, each robot in a pattern 
computes a unit centre by averaging the x and y positions of other robots. In the leader, 
the formation position of a robot with respect to a lead robot position is determined. In 
the virtual reference mechanism, a virtual (or imaginary) point is referenced such that 
formation positions are based on this single point. In the neighbour reference 
mechanism, the formation position of a robot is determined with reference to one or 
more robots in close vicinity. Neighbour referencing can be based on a neighbour in the 
pattern that is the closest or farthest, or all detected neighbours. 

2.2 Maintenance of a pattern 
Once a pattern is established, the group of robots must move such that the pattern is 
maintained. Maintenance of a pattern can be considered as follows: 
a. Stability of the pattern is challenged when an error is introduced into the pattern which is 

then propagated through the pattern resulting in the deformation of the pattern and 
possible failure in inter robot communication. String, mesh and leader to formation 
stability need to be studied in the context of patterns (Chen & Wang, 2005)(Naffin et al., 
2004). String stability deals with the effect of disturbance propagations in platoon 
formations and a stable formation requires the dampening of disturbance while it 
travels from any source. Mesh stability is used for error attenuation. Leader to 
formation stability deals with how the leader behaviour affects the interconnection 
errors. 

b. Self-repairing ability is challenged when an unpredicted or untimely failure occurs. In 
such cases the unaffected robots in the pattern must be capable of coping with the loss. 
The group can continue motion towards its goal if a restoration of pattern is not 
necessary. If fixture and refurbishment of the pattern is required, reassigning pivotal 
roles and transforming patterns or repositioning robots is appropriate. The self 
repairing property of patterns has been demonstrated by (Cheng et al., 2005). In the 
event of failure of a group of agents in the pattern, the remaining agents adjust their 
positions such as to maintain uniform density. 

2.3 Obstacle avoidance 
Most research work on obstacle avoidance are focused on avoiding stationary obstacles. The 
complexity of the problem of obstacle avoidance increases when obstacles are dynamic in 
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the environment. The problem of obstacle avoidance can be separated into obstacle 
identification, sharing obstacle information across the group and responding appropriately 
to the obstacle. 
Obstacle identification is related to the perceiving ability of the robotic agents in the pattern. 
For example, obstacles can be identified through vision mechanisms. Sharing obstacle 
information across the group can be achieved by broadcasting to all agents (global 
communication), or to a subset of a group, or the agents individually sense information of 
obstacles and respond locally. The solutions to these two problems provide the base for the 
appropriate response to the obstacle. Strategies employed for avoiding obstacles in patterns 
include potential field (Wang et al., 2006), dynamic window (Fox et al., 1997)(Seder & 
Petrovic, 2007)(Ogren & Leonard, 2003) and flow field method (Shao et al., 2006). 

2.4 Collision avoidance 
The chance of robots colliding against each other is yet another challenge in robot 
formations. Some researchers use the term collision avoidance synonymous with obstacle 
avoidance (Cai et al., 2007a)(Cai et al., 2007b). However, we treat the avoidance of inter 
robot collisions as collision avoidance. 
Collisions are avoided by maintaining strict buffer distances and consistent communication 
between robots (Koh & Zhou, 2007). Maintaining strict buffer distances can challenge the 
flexibility of the pattern. Hence there is a trade off between flexibility and buffered distance 
for collision avoidance. Strict collision avoidance rules might prevent the establishment of a 
desired pattern. 

2.5 Transformation of patterns 
The transformation of patterns is synonymous with reconfiguration of patterns which is 
necessary when a swarm of robots need to respond to obstacles in the path of its motion 
(Chen & Wang, 2007b). Reconfiguration can be achieved by repositioning all or a few agents 
in the pattern and can lead to the deformation of a pattern or a change of shape of the 
pattern. When many robotic agents within a pattern attempt to reposition, chances of inter 
agent collisions increase. Hence collision avoidance discussed in the previous section is 
relevant while repositioning and may require path planning of individual robots. 
However, we treat the transformation of patterns distinct from mere repositioning, since 
transformations are more geometry oriented. Repositioning of agents may be feasible only 
on flexible patterns while transformations can be achieved on both rigid and flexible 
patterns. The transformation of patterns, of primary focus in this chapter, is considered later 
in Section 4. 

2.6 Role assignment 
This challenge involves designating a role or assigning a job to a robot or a group of robots 
(Chaimowicz et al., 2002)(Chen & Wang, 2007a). Consider the example of a group of robots 
patrolling a secure area. It is possible that there exists a single assigned leader for the group. 
All the followers of the leader in the pattern perform a coordinated task and achieve the 
goal. But consider a team of robots in a soccer match. Each robot has its own specific role. At 
any instant, a robot would assume the role of a goal keeper, while some act as defenders or 
strikers. Hence, the role assigning module of a framework is of important consideration. 
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Group of robots in a pattern assigned roles should be capable to swap roles and 
accommodate heterogeneous robots in the pattern. Robust frameworks would require 
strategies to reassign roles at the event of agent failure or even while avoiding obstacles. 

2.7 Scalability of patterns 
Most pattern formation research is based on a finite number of robots and has proven to be 
not scalable. It is also interesting to note that the issue of scalability has been of little interest 
in most research work. It is practically impossible to study scalable formations on real world 
robot systems because of the cost factor. However, there is a need to derive models that 
facilitate scalability studies and are scalable. 
Simulations would be an appropriate method to study scalability of patterns for which 
various numerical techniques and simulation environments are available. Robotic 
simulations necessarily need not be only performed on robotic development environments 
but may also employ physics, chemical or biological simulators. A particle physics based 
swarm simulation study is reported in (Varghese & McKee, 2008b). 

2.8 Coordinating multiple patterns 
Coordinating robots in a single group for a cooperative task has been of interest in swarm 
robotic research. It would also be interesting to consider multiple groups forming 
independent patterns for cooperative tasks. This includes coordination amongst groups of 
robots to merge and split to different patterns. Hence, the need for multiple role assignment 
strategies arises. Sharing of agents between groups at the event of agent failures could be a 
further consideration towards developing a robust strategy for multiple pattern 
coordination. The coordination of multiple teams (Hsu & Liu, 2004) and task assignment of 
multiple agents, pattern splitting and merging while accomplishing a task have been 
recently reported (Michael et al., 2008). 
Researchers have attempted to address the eight challenges presented above with 
significant research contributions towards classic challenges such as obstacle and collision 
avoidance. However, it is noted that attempts towards developing a model that addresses 
most of the above challenges has been minimal. Hence, there exists a need to develop a 
mathematical model towards this end, such that the challenges presented above can be 
addressed. 

3. A mathematical model for swarm patterns 
This section proposes a mathematical model for swarm pattern formation based on the 
foundations of the Complex Plane and is shown in figure 1. The De Moivre’s formula to 
obtain roots of an equation is used to represent the model. If z = x + iy (Kreyszig, 2006) and 
is represented in the polar form as z = r( cosθ + isinθ ) and r is called the absolute value or 
the modulus of z, then zn = rn( cosnθ + isinnθ ) for n = 0, 1, 2, … The nth root of z is obtained 

by 2 2n n k kz r cos isin
n n

θ π θ π⎛ ⎞+ +⎡ ⎤ ⎡ ⎤= +⎜ ⎟⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎝ ⎠
 where k = 0, 1, …, (n − 1). The roots of the 

equation lie on a circle of radius n r  with centre at the origin and constitute the vertices of a 
regular polygon of n sides. The result of joining the n roots is an n-sided polygon. The 
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polygon is circumscribed by a circle otherwise referred as the circumcircle of the polygon. 
Mapping these results on to the area of multi-agent pattern formations, it is assumed that 
the robotic agents are positioned on the vertices of the polygon. Hence the robots form a 
closed polygonal pattern and the system is mobile with appropriate communication and 
coordination mechanism. 
 

 
 

Fig. 1. Mathematical Model for Swarm Pattern Formation 

Before proceeding further it is necessary to define a few terms such as microscopic and 
macroscopic primitives to articulate the mathematical model proposed in this section. The 
term primitive in this paper refers to an element used as a building block to define aspects of 
the model. 
Microscopic primitives are specific to robots constituting the swarm and define the 
individual behaviours of swarm robotic agents. Microscopic primitives are employed in the 
research reported by (Chen et al., 2005)(Balch & Hybinette, 2000). It is also noted that 
behaviour based pattern formation approaches tend to be microscopic in nature and such 
models may not be scalable. 
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On the other hand macroscopic primitives of a group of robots are properties that affect the 
group behaviour of the system. They are abstract properties of a pattern, which when 
modified facilitates a change in the pattern. The control of a swarm of robot by varying 
abstract properties, namely variance and centroid is reported by Belta and Kumar (Belta & 
Kumar, 2004). 
There are atleast four benefits of using macroscopic primitives. Firstly, implicit coordination, 
which refers to the coordination of a pattern comprising of mobile robots, need not be 
specified externally. Coordination is achieved as a result of varying the macroscopic 
primitives. Secondly, Group behaviour definition, which refers to the collective behaviour of 
the group, is possible by controlling the macroscopic primitives. The individual behaviour 
of the units is affected by the variation in the macroscopic primitive. Thirdly, Adaptability, 
which refers to the ability of the group to adjust to change of internal or external 
circumstances, can be affected by macroscopic primitives. Fourthly, Stability, which refers to 
the factor by which the robot group maintains a pattern, can be controlled by using 
macroscopic primitives to dampen the propagation of errors. 
The mathematical model is realized by considering macroscopic primitives. The 
macroscopic primitives are separated into primary and secondary primitives. Primary 
macroscopic primitives are basic or fundamental elements. They are considered as input 
variables to the model and are irreducible to simpler parameters or expressions and 
therefore termed as independent primitives. Secondary macroscopic primitives are derived 
from other primitives of the mathematical model. Hence, these primitives are termed as 
dependent primitives. 
The primary macroscopic primitives of the model proposed in this paper are the total 
number of robots, angular separation, formation radius and elongation. The total number of 
robots in a polygonal pattern, given by n, equates to the number of vertices of a polygon or 
the roots of the complex equation. Angular separation is an important factor that determines 
the coordinates for positioning robots in a polygonal pattern. Angular separation, denoted 
by θ, is a measure of the angular spacing between adjacent robots of a pattern. Formation 
radius, denoted by r, is the radius of the circumscribing circle of the polygonal pattern. This 
primitive determines the area occupied by the pattern. Elongation ratio of a pattern, denoted 
by e, is a ratio of magnitudes of the major and minor axis of the pattern and quantifies the 
shape transforming behaviour of a pattern. The symmetry of a pattern can also be described 
by the elongation ratio. 
The secondary macroscopic primitives are linear distance and shaping radii. The distance 
between adjacent robots in the polygon is a constant if the polygon is regular. To compute 
the distance between robots, the coordinate positions of the robot need to be known. The 
centroid of the pattern, (h, k), is used to compute the coordinates of robots. Further, the 
Euclidean distance between adjacent robots A and B is given by 

2 2( ) ( )AB B A B Ad x x y y= − + − . Hence, linear distance is dependent on the position 

coordinates of robots. 
The shaping radii along the x and y axis, sx and sy respectively determine the measure of 
deflation or inflation of a pattern laterally and longitudinally. The magnitudes of elongation 
and formation radius are useful to determine the shaping radii of a pattern and are given by 
sx = re and y

r
es = . The equations that define the shaping radii are also given by 
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B xx h s cosθ= +  and B yy k s sinθ= + . Hence, orientation radii are dependent on formation 
radius and elongation. 

4. Pattern transformation 

Having established a model for pattern formation in swarm systems it is also necessary to 
study and further develop the model to achieve transformation of patterns. This section 
defines the challenge of transformation and presents four cases of transformation. 

4.1 Definition 
Consider a rigid pattern P with geometric relationships represented as GP which is 
macroscopic in nature such that the relationship GP can be manipulated by varying some 
macroscopic parameter that relates to the pattern P. The pattern P comprises N robots such 
that their positions are given by pi(xi, yi) where pi ∈ R2 and i = 1, 2, . . . , N. Pattern P 
transforms into the pattern Q with geometric constraints or relationships represented as GQ 

which is macroscopic in nature such that the relationship GQ can be manipulated by varying 
some macroscopic parameter that relates to the pattern Q. The pattern Q also comprises N 
robots such that the position of the robotic agents is given by qi(xi, yi) where qi ∈ R2 and i = 1, 
2, . . . , N. 
The function which enables the transformation of the pattern P to Q is given by f (P) = Q. In 
other words, f (p1(x1, y1), p2(x2, y2), . . . , pN(xN, yN)) = q1(x1, y1), q2(x2, y2), . . . , qN(xN, yN). The 
application of an inverse transformation function on the transformed pattern Q yields the 
pattern P, given by f -1(Q) = P. The transformation on the pattern also results in a 
transformation of the geometrical relationships from to between the participating agents in 
the pattern. 

4.2 Transformation cases 
Four cases of transformation based on the above definition are derived by imposing 
restrictions on the geometrical constraints. 

4.2.1 Case 1 
GQ = GP after a transformation that involves repositioning all agents. This case is relevant 
when robotic agents in the pattern have repositioned, yet the geometrical pattern has not 
changed. Such a transformation is termed as Elementary transformation in this paper. This 
term also refers to those transformations very basic in nature. For instance, a swarm could 
be rotated with respect to its centroid or translated such that all robotic agents have 
repositioned themselves. Though the orientation of the pattern has changed, the 
configuration of the pattern remains unaltered. Mathematically, the case of elementary 
transformation would be such that GQ = GP and : ( , ) ( , )i i i i i ii p x y q x y∀ ≠ .  

4.2.2 Case 2 
GQ = GP after a transformation without repositioning all agents. This case considers the 
rotation or translation of the swarm with respect to a few robotic agent whose position 
remains fixed. This case is also classified under elementary transformation, yet repositioning 
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of all agents has not occurred. Mathematically, this case of elementary transformation 
would be such that GQ = GP and : ( , ) ( , )i i i i i ii p x y q x y∃ = . 

4.2.3 Case 3 
Q PG G≠  after a transformation that involves repositioning all agents. This relates to the case 

when the geometrical constraints of the pattern have changed and a new pattern has 
emerged. It is termed a geometric transformation. This concept is relevant when robotic 
agents in the pattern reposition to result in a geometry change. For instance, the shape of a 
swarm could be geometrically transformed from a polygon to a line. It is interesting to note 
that the scaling of a pattern would result in a geometric transformation, since the 
geometrical constraints are dissimilar in both cases. Mathematically, the case of geometrical 
transformation would be such that Q PG G≠  and : ( , ) ( , )i i i i i ii p x y q x y∀ ≠ . 

4.2.4 Case 4 
Q PG G≠  after transformation without repositioning all agents. This case considers the 

geometric transformation such that the position of one or more than one robotic agent 
remains fixed. It is classified under geometric transformation, yet repositioning of all agents 
has not occurred. Mathematically, the case of geometrical transformation would be such that 

Q PG G≠  and : ( , ) ( , )i i i i i ii p x y q x y∃ = . 
Cases 1 and 2 relate to elementary transformation of the pattern. In these cases, the pattern 
remains rigid in nature, since the geometric constraint or relationship persists even after 
elementary transformation. Cases 3 and 4 deal with geometric transformation and introduce 
flexibility into rigid patterns. 

4.3 Tools for pattern transformation 
This section considers two tools for pattern transformation, namely a macroscopic 
transformation tool and a mathematical transformation tool. Cases 1, 3 and 4 of 
transformation are considered in the both the transformation tools. To achieve geometrical 
transformation, a series of operations are performed in both methods. Case 2 of 
transformation will be reported elsewhere. 

4.3.1 Tool 1: macroscopic transformation 
The first transformation tool proposed in this section which is inclusive of both elementary 
and geometric transformations considers cases 1, 3 and 4 of transformation and are applied 
on the swarm model. This tool varies a macroscopic parameter, namely the formation radius 
(along x and y axis) of the swarm model to facilitate transformation. A sequence of 
operations is performed on the swarm model to obtain a transformed pattern and is shown 
in figure 2. 
The set of operations are: 
a. Rotation: The initial step of rotation of the model is performed to achieve collision 

avoidance during the next step. Apredefined angle offset is used to rotate the swarm. 
Though the robots are repositioned, the operation results in the same polygonal pattern 
with a different orientation from the former. Here, the concept of elementary 
transformation is introduced. Though all robots were repositioned in this operation, a 
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geometric transformation is not evident since the shape of the pattern is retained. 
Though a geometric transformation is not evident, yet an elementary transformation of 
case 1 is achieved in this step. 

b. Macroscopic Parameter Operation: Following a rotation operation, the macroscopic 
parameter is set to be modified. Deflating the model along the y-axis would result in a 
deformed polygonal pattern. The deflation of the model is performed by decrementing 
the magnitude of the formation radius along the y-axis. When deflation has reached its 
maximum value, the robotic agents have aligned themselves entirely along the x-axis. 
Maximum deflation is achieved when the formation radius value along any axis 
vanishes. An inflation operation along the other perpendicular axis simultaneously 
while deflating would result in a pattern with larger inter-linear distance between the 
agents (a measure for avoiding collisions). This variation is possible due to the notion of 
flexibility in rigid patterns. 

c. Further Rotation: This step is performed to achieve equidistance between the 
participating agents. Though the pattern has transformed its shape by this step, the 
participating agents are still governed by the rules of the swarm model. A corrective 
rotation measure would ensure that the agents are loosely equidistant. 

 

 
Fig. 2. Sequence of operations for a circle-to-line transformation using the Macroscopic 
Transformation Tool 

4.3.2 Tool 2: mathematical transformation 
The method proposed in this section considers case 3, which is achieved by using a 
mathematical transformation tool. Many mathematical tools are available for 
transformations such as stretching, rotating, reflecting and translating. The linear fractional 
transformation is one such readily available mapping function that maps a set of points 

from one plane to another. The transformation is given by az b
cz d

+
+

, where z, a, b, c and d are 

complex numbers satisfying ad − bc ≠ 0. The linear fractional transformation is also known 
as a Moebius transformation (Kreyszig, 2006). 
The transformation functions are applied onto the swarm pattern which is polygonal in 
shape. Since the vertices of the polygonal pattern lie on the circle circumscribing the pattern, 
a circleto-line and a line-to-circle are the two transformation tools employed on the complex 
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plane. However, the transformation function cannot be applied directly to the swarm 
pattern since the mathematical function is applicable on the local frame of reference and the 
swarm pattern in the proposed model is defined on the global frame of reference. Hence, a 
sequence of operations are performed on the swarm pattern to achieve transformation and 
is shown in figure 3. The set of operations are: 
a. Transformation from global to local frame of reference: The frame of reference of the swarm 

is temporarily transformed from the global to a local frame. The local frame of reference 
considered is such that the circumscribing circle is divided into four equal quadrants. 
Hence the centroid of the pattern lies on the origin position of the local frame. 

b. Discrete Transformation: This step applies the mathematical transformation function on 

the swarm model. The transformation of a circle to a line is obtained from 1
1

zw i
z

−
=

+
. 

Applying the equation on the Euclidean plane, the mapping function is deduced as 
2 2

2 2 2 2
2 1,

1 1
y x y

x y x y
⎛ ⎞− −
⎜ ⎟⎜ ⎟+ + + +⎝ ⎠

. The transformation from a line to a circle is applied by 

considering a special case of the Moebius transformation. The transformation 1w
z

=  

maps every straight line or circle onto a circle or straight line. It is also known as the 
inversion in the unit circle or reciprocal transformation. Applying the equation on the 

Euclidean plane, the mapping function is otherwise written as 2 2 2 2, yx
x y x y

⎛ ⎞
⎜ ⎟⎜ ⎟+ +⎝ ⎠

. The 

destination coordinates obtained by the mathematical functions are the coordinates to 
which individual  robot agents need to reposition while the pattern transforms. 
However, it is evident that these transformation functions are discrete in nature 
yielding only one set of destination coordinate rather than sub-goals or intermediate 
destination coordinates. 

c. Transformation from local to global frame of reference with magnification: The destination 
coordinates are obtained on the local frame of reference. Hence, the local frame needs to 
be shifted to the global frame of reference. Since the mathematical functions considered 
in operation (b) are reducing functions (destination coordinates reduce the span of the 
pattern), a magnification ratio is used in the local frame to achieve gain in the 
destination coordinates. 

d. Path planning by discretization: Since the achieved destination coordinate set is discrete, 
the major challenge in repositioning agents is to plan their path to the destination 
coordinates. In this paper, the technique adopted to reposition robots is along straight 
line trajectories without collisions. The straight line path between the agent and its 
estimated destination is discretized. Figure 4 illustrates the straight line discretization 
process. The domain values of the path are sliced to extrapolate the range values. This 
relates to the underlying principle of Discrete Event Simulations (DEVS). The potential 
of DEVS in path planning for robots has been reported by (Arikan et al., 2001). 

5. Simulation studies 
Simulation studies were pursued to validate and visualize the mathematical model and 
tools employed for pattern transformation. The feasibility of the proposed approach was 
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Fig. 3. Sequence of operations for a circle-to-line transformation using the Mathematical 
Transformation Tool 

 

 
Fig. 4. Discretization of a straight line 

validated on the Processing (Processing website, 2010) and Traer Physics (Traer Physics 
website, 2010) environment. Processing is an open source programming language and 
environment enabling visualizations for learning and prototyping, where as Traer Physics is 
a particle physics simulation engine for Processing. 
The Traer physics library has provisions for modeling a particle system, particles, springs 
and attractive or repulsive forces (Traer Physics website, 2010). The particle system enables 
to prototype particles and forces. Particles represent objects which are stationary or dynamic 
in an environment and can be modelled using four properties, namely mass, position, 
velocity and age. Springs on the other hand can connect two particles and prevent collisions. 
Springs are characterized by three properties, namely rest length, strength and damping. 
Attractions or repulsions pull particles together or apart and have two properties, namely 
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strength and minimum distance. The simulations reported in this paper employ the particle 
system, particles and attractive or repulsive forces. 

5.1 Experimental setup 
To establish a pattern, the particles of the pattern are modelled in an open environment 
such that they are acted upon by forces, namely macro and micro level forces of attraction 
and repulsion. The macro level forces include repulsive forces, which act on the centroid 
of the swarm and maintains the stability of the pattern. The forces of repulsion are 
generated from obstacles (modeled as forces) in the environment. All robotic agents align 
themselves around the centroid with respect to the forces forming a virtual structure 
polygonal pattern. Obstacles in the path of the pattern are detected by the computation of 
the net force acting on the group of robots. Beyond a maximum threshold of force, the 
pattern reacts appropriately by transforming its shape to avoid obstacles. The pattern 
regains its polygonal shape when the net force acting on the centroid decreases below a 
minimum threshold value, such as when the pattern has escaped from obstacles. The 
inter-agent bonding force and the forces of interaction with the centroid contributed to the 
micro level forces. The pattern generates a propulsive force to trace paths against 
repulsive forces. 
The experimental setup comprised a tunnel through which the swarm had to displace. The 
walls of the tunnel generated repulsive forces and acted as the obstacle. The swarm initiated 
its motion from the left of the tunnel and aimed to reach a goal beyond the tunnel on the 
right side. While attempting to pass through the tunnel, the swarm transformed its shape to 
avoid obstacles and avoided collisions between agents. Both transformation tools discussed 
in the previous section were implemented. 
First of all, the macroscopic transformation tool which consists of a sequence of three 
operations was implemented. Firstly, the swarm model was rotated to avoid collisions while 
deflating. Table 1 illustrates the different rotation angles that were applied on the swarm. 
Higher value angles resulted in collisions for most patterns. Angles less than 15 degrees 
proved effective for collision avoidance. 
Secondly, the macroscopic parameters were varied. This variation resulted in deflation or 
inflation of the pattern (along x or y axis). Thirdly, a corrective rotation was applied to avoid 
agents from colliding against each other. Hence by transformation of the pattern, the swarm 
successfully displaced itself through the obstacle path. Figure 5 is a snapshot of the 
 

 
Angle Offset 

No. of Robots 
15° 30° 45° 60° 

3 - - - 1 

4 - - 2 - 

5 - 1 - - 

6 - 3 - 3 

Table 1. Rotation Values & Estimated Collisions 
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Fig. 5. Simulation results for transformation using Macroscopic Transformation tool. (i) 
Rotated swarm model for various number of robots, (ii) Deflation of the model along the y-
axis (For n = 10 and 20, inflation along x-axis performed), (iii) Transformed pattern without 
corrective rotation measure, (iv) Transformed pattern after corrective rotation measure is 
applied (Except for n = 3 and 4, since equidistance is more or less achieved), (v) Inverse 
transformation by inflation back to original pattern. 

simulation studies for n = 3 to 6, 10 and 20 robots transforming when the first 
transformation tool is employed. 
It is observed that a geometric transformation is obtained by performing a sequence of 
operations which consists of an elementary transformation. A regular pattern transforms to 
an irregular polygonal pattern while reconfiguring. 
Then, the mathematical transformation tool which consists of a sequence of four steps was 
implemented. Firstly, the swarm pattern was transformed from the global to a local frame 
such that the centroid of the pattern lies on the origin of local frame of reference. Hence, the 
pattern is equally spanned over the four quadrants in the local frame of reference, which 
was necessary for proper implementation of the transformation functions. 
Secondly, the discrete transformation function was applied on the microscopic property, 
namely the position coordinates of the individual robots in the pattern. The transformation 
from a circle to line was employed in order for the pattern to pass through the tunnel in the 
environment. Beyond the obstacles, the transformation from a line to circle was employed. 
Both transformation operations yield a set of discrete destination coordinates for each robot. 
Thirdly, transformation from the local to global frame of reference was performed. The 
destination coordinates obtained in the local frame of reference were such that the pattern 
radius is reduced. Hence a magnification of the coordinates in the local frame was 
performed and further mapped on to the global frame of reference. 
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Fig. 6. Simulation studies for transformation using the Mathematical Transformation tool. 
Firstly, a circle to a line transformation (First three rows excluding the fourth sequence in 
the third row). Secondly, a line to circle transformation (Fourth sequence of the third row 
and last two rows). 

Fourthly, path planning by discretization was executed. This step is essential to determine 
the sub goals or intermediate position coordinates. Repositioning the robots to sub-goals or 
intermediate coordinates is a computationally expensive process. Straight line trajectories 
from agents to calculated destination coordinates without collisions were considered in the 
work reported in paper. Figure 6 is a snapshot of the simulation studies for 17 robots that 
transform shape when the second transformation tool is employed. 
It is observed that the circle to line transformation yielded a pattern in which robotic agents 
were loosely equidistant. The line to circle transformation employing the reciprocal 
transformation yielded a polygon irregular in nature. This was due to the nature of the 
reciprocal transformation which was anticipated. 
It was observed that in both methods, the swarm successfully displaced itself through the 
obstacle path by transforming shape. The transformed patterns were loosely equidistant. 
Collision avoidance between repositioning agents is not implicitly guaranteed. Hence, 
atleast one operation in both methods ensured collision avoidance. The geometrical 
transformation of a circle to a line in both cases was achieved by transforming a regular 
polygonal pattern to an irregular pattern by repositioning agents. The observations are 
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consistent with the theoretical studies presented in the previous section and according to the 
authors expectation. 

5.2 Discussion 
The transformation methods presented in this chapter are feasible tools for transforming 
patterns. However, it is noted that the mathematical tool employing Moebius 
transformation is not strictly macroscopic in nature; the microscopic properties of the swarm 
units are taken into consideration. For example, path planning of individual robots is 
necessary to reposition the robots. The method is not advantageous for small number of 
robots in the pattern. Moreover the mathematical transformation tool is a discrete 
transformation method. Hence, discretizing and quantizing the path for repositioning robots 
are required which are both computationally expensive operations unsupported and 
unwarranted on minimal processing swarm units. Therefore global planning is required 
thereby increasing wireless communication overheads. A high bandwidth for 
communication and synchronized and consistent communication with a centralized unit are 
challenges in realizing the mathematical tool in real time. 
On the other hand, the macroscopic tool considers the group behaviour of the swarm 
system. Hence, individual robots need not be addressed, thereby eliminating microscopic 
parameter operations. For example, transformation using the macroscopic tool is obtained 
by a sequence of operations performed on the entire swarm pattern rather than considering 
individual robot path planning. The macroscopic tool is also observed to be consistent in the 
time taken for transformation, and is also continuous thereby reducing computations for 
individual robot planning. This tool would hence offer better synchronization between the 
swarm units since local planning is sufficient. Hence wireless communication overheads are 
relatively less compared to the mathematical tool. 
By implementing an approach that could incorporate the macroscopic tool in a real time 
robot system, planning overheads for individual robots could be minimized. However, a 
mathematical transformation function is advantageous since it belongs to an analytical class 
of tools and mathematical analysis is possible. Therefore, this approach will also be explored 
in future work. 

6. Conclusion 
In summary, a review of the literature has revealed that there are at least eight challenges in 
pattern formation that need to be addressed. Further, a single mathematical model that aims 
to address these challenges are unavailable since research in this direction has not been a 
key focus. Hence, the work reported in this chapter is motivated by the need for developing 
a mathematical model that attempts to address the challenges in pattern formation. 
Particularly, transformation of patterns has been considered in this chapter. A mathematical 
model for pattern formation based on the complex plane is proposed. A definition for 
transformation, four cases of transformation and two tools for transforming patterns in the 
mathematical model are proposed. Simulation studies employing a particle physics 
simulation engine has incorporated the mathematical model. These studies have proven that 
most challenges in pattern formation can be addressed using the mathematical model, 
thereby validating the feasibility of the model. The challenge of role assignment, though not 
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considered in this chapter, is reported elsewhere (Varghese & McKee, 2008a). Scalability 
studies are not presented in this chapter. Coordinating multiple patterns using the 
mathematical model need to be addressed in the future. 
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1. Introduction    
Nowdays, formation and obstacle avoidance issue of multi-robot system has attracted many 
researchers’ interests due to its application background. Originally, many algorithms have 
been proposed for obstacle avoidance of a single robot. With the increasing requests on the 
application of multi-robot system for complex tasks, the obstacle avoidance of multi-robot 
system becomes more and more crucial (Koivo, 1998). In addition, it is found that realizing 
obstacle avoidance of each robot in multi-robot system is not enough. Further, it requests 
multiple robots to have the ability to avoid obstacle while keeping formation. If a multi-
robot system is in the unknown environment, it becomes more difficult to realize obstacle 
avoidance while keeping formation. This is just the topic of this paper. 
Concerning about the formation of multi-robot system, there mainly have the following 
algorithms. (Ren, 2005)(Prijanian, 1999) proposed a behavior-based algorithm. In this 
algorithm, some expected essential behaviors are defined for robot. When the sensor of 
robot is stimulated by the outer environment, the output response of robot is the expected 
behavior according to the input of sensor information. The selection of behaviors of robot is 
based on some rules and each behavior has its specific purpose or task. The behavior-based 
algorithm can obtain real time feedback and it has complete distributed control structure. 
The collaboration of robot is implemented by sharing the knowledge of relative position, 
status, etc., among robots. Therefore, the merits of behavior-based algorithm are parallel, 
distributed and in real time. The disadvantage of this method is that, it is lack of clear 
definition of group behavior. It is hard to design the local basic behavior and control rule to 
synthesize nominated formation, and so on. 
Another type of methods is virtual structure method (Anthony, 1997). This method assumes 
that there is a geometric shape among robots, which is called as virtual structure. During the 
movement of robots this structure is kept to fix. The merit of this method is that, it is easy to 
assign the group behavior of robot and it has feedback of formation. However, this method 
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limits the scale of movement due to the virtual structure and the formation is therefore not 
so flexible. 
The third type of method is leader-following algorithm (Wang, 1991). In this research, this 
algorithm is adopted to keep the formation due to its merits. This method will be briefly 
introduced in section 2.  
Concerning about obstacle avoidance, there are many algorithms. Artificial potential field 
algorithm is very suitable for real time control of robot due to its explicit physical 
implication and simple mathematical description. This method is adopted to realize obstacle 
avoidance in this research. The fundamental idea will be introduced in section 3. 
This paper presents formation and obstacle avoidance in the unknown environment of 
multi-robot system. With the leader-following algorithm, multi-robot system can form and 
keep various formations and realize formation transformation. Through artificial potential 
field algorithm, multi-robot system can successfully avoid obstacle in the unknown 
environment while keeping formation. The proposed method not only can realize obstacle 
avoidance of multi-robot system with formation in the unknown environment, but also can 
be adopted in real time and applicable to many different situations. By means of Pioneer3 
mobile robot platform, the simulation and experimental works, which considering various 
formations and unknown environments, demonstrate the effectiveness of the proposed 
method. 
The organization of the chapter is as below. In section 2, the multi-robot system formation 
by means of leader-following algorithm is introduced. Section 3 presents the obstacle 
avoidance of multi-robot system with formation in the unknown environment by means of 
artificial potential field method. Section 4 shows the simulation and experimental results by 
use of Pioneer3 mobile robot platform. In the last section V the conclusion is drawn. 

2. Multi-robot formation by means of leader-following algorithm 
2.1 Leader-following algorithm 
Leader-following algorithm is first proposed in (Wang, 1991), which is adopted for the 
formation control of mobile robot. The fundamental idea is that, in a group composed of 
multiple robots, one of robots is assigned as the leader and others are followers. The 
followers are keeping the position and direction with a certain distance to the leader. 
According to the relative position between leader and follower, it can form different 
network topology structures, i.e., different formations. In this algorithm, the collaboration of 
multi-robots is implemented based on the knowledge about the status of leader robot. The 
leader can control the motion trend of the system. Each follower is controlled with a 
formation through keeping the limitation of distance, direction angle, etc., with the leader. 
The leader-following algorithm can be applicable to various situations. For example, either 
one leader or more leaders can be assigned.  But the leader of the formation of group must 
be only one. Since the leader-following algorithm is based on the space geometric relation 
among robots, the merit of this algorithm is that, the behavior of the entire robot group can 
be controlled as long as the behavior or trajectory of the leader is given. It can simplify the 
control process of multi-robot system. However, this algorithm has two obvious 
disadvantages. One is that, there is no clear formation feedback because the leader does not 
consider other robots’ movement during the course of motion. For example, if the leader 
moves too fast, or the follower is blocked by obstacle, the formation will be destroyed. 
Under the serious condition, the quality of fulfilling the task may be affected. The second 
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disadvantage is that, if the leader is failed, the entire formation can not be kept and the 
consequence will be very serious.  
The leader-following algorithm is mainly adopted for the flight of spacecrafts with 
formation, the collaboration of robot manipulators in the production line, as well as 
searching in a region by multiple robots, etc. 

2.2 Behavior of leader for formation 
The task of leader is to lead the entire formation to the destination. By means of the idea of 
behavior-based algorithm, the control of leader has three behaviors. One is destination-
oriented forward walking behavior. The second is obstacle avoidance behavior, which will 
be introduced in the next section. The third is lock-prevent behavior. The highest priority of 
the above three behaviors is lock-prevent behavior. And the lowest priority of them is 
destination-oriented forward walking behavior. 

I. Destination-oriented forward walking behavior 

In the destination-oriented forward walking behavior, a robot can be regarded as particle. 
The destination position of leader is defined as ( , )fg fgx y . The current position is ( , )c cx y . 
When leader does not reach the destination position, that is  2 2( ) ( )fg c fg cx x y y ε− + − > ，the 
velocity of the leader is as below. 
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−⎢ ⎥− + − ⎣ ⎦
 (1) 

II. Lock-prevent behavior 
In the process of robot movement to the destination in the environment with obstacles, robot 
may not continuously move and can not fulfil the task. At this moment, robot is staying at 
the status of locking. In order to assist robot escape from this status, it is better to define a 
lock-prevent behavior.  
In this research, Pioneer3 mobile robot is adopted to test the proposed method. This kind of 
robot has defined a lock-prevent behavior, called ArActionStallRecover. When the wheel of 
the robot is locked, it can move by means of a series of pre-defined actions. Normally, this 
behavior is set with the highest priority. 

2.3 Behavior of follower for formation 
The task of follower is to reach the destination following the leader. It only needs to follow the 
leader and be able to avoid the obstacle, without knowing the position of destination and the 
route of formation.  Therefore, one of important behaviors of follower is to keep the formation. 
According to (Shao, 2005), the motion function of single mobile robot is as below. 
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where ( , , )x y φ  denotes the robot position and motion direction in a certain inertial 
coordinate system. ( , )v ω denotes the linear velocity and angular velocity of moving object. 
A certain point h at the place which has the distance L from the axis line of robot to the 
center of the object is considered as below.  The reason to consider this point is that, this 
point is always the central position of the sensor of moving object in the experimental 
platform. The offset point of this axis center is defined as, 
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It can be obtained as below after equation transformation. 
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Based on the above model, a simple leader-following system, illustrated by Fig.1, can be 
considered, where LR  denotes leader,  FR  follower. 
 

 
Fig. 1. Simple model of leader-following system 
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Since the aim of control is to keep the pre-defined distance dρ  and angle dϕ  between the 
follower FR  and the leader LR , it can be assumed that there is a virtual leader VR  in the 
expected formation of the follower FR . Therefore, what we need to do is to control the 
follower FR  to move following the virtual leader VR . By referring to leader LR , the motion 
function of VR  is as below. 
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Therefore, the tracking error between FR  and VR is 
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Where , ,V F V F V Fx x x y y y φ φ φ= − = − = −  
The next step is to choose a control law to reduce the tracking error. The control law is 
selected as below. 
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(Shao, 2005) has proved the convergence of this algorithm. 

3. Obstacle avoidance of multi-robot system with formation 
3.1 Behavior of leader for obstacle avoidance 
The behavior of leader for obstacle avoidance is based on artificial potential field (APF) 
algorithm. The APF algorithm is proposed by Khatib in 1986 (Khatib, 1986). Originally, this 
method is to solve the problem that manipulator can not bumps into working table when it 
moves to grasp the object. Later it is found that this method has good effect for mobile robot. 
It can generate very smooth moving trajectory. The basic idea of this method is to simplify 
the robot, obstacle and target to be a point respectively. Therefore, the moving space of 
robot becomes a two-dimensional space. If robot wants to reach the destination, it needs to 
continuously move to the destination. This movement process can be regarded as a motion 
in a virtual artificial field of force. The obstacle can generate repulsion to robot and the 
target point can generate attraction. The resultant of attraction and repulsion can control the 
moving direction of robot. Any moving direction of any position of robot in the space is 
determined by the total strengthen of field composed by repulsion field of obstacle and 
attraction field of target point. The attraction position field function is defined as, 

 2
att gU (X) = k (X, X ) ρ  (8) 
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k is positive ratio gain coefficient of position.   , gX X  respectively denote the position of 
robot and target point at the moving space. ( , )g gX X X Xρ = −  denotes the attF  distance 
between robot and target point. The attraction force   of target point is the negative gradient 
of attraction potential field. It is as below. 

 att att gF - [U (X)] = k (X, X ) ρ= ∇  (9) 

The repulsion potential field function is as, 

 
2

0 0
0 0reg

0 0

1 1( ) ( , )
(X,X )U (X) =

0 ( , )

X X

X X

η ρ ρ
ρ ρ

ρ ρ

⎧ − ≤⎪
⎨
⎪ ≥⎩

 (10) 

η  is positive ratio gain coefficient of position. 0( , )X Xρ  is the shortest distance between 
robot and obstacle in the moving space. 0ρ is the biggest distance of obstacle affecting the 
robot. Its value is determined based on the specific situation between obstacle and target 
point. Normally, this value is smaller than the half of the distance among each obstacle and 
the smallest distance between target point and each obstacle. When robot does not reach the 
target point, the repulsion of obstacle to the target point is as, 

 0 02
0 0rep rep

0 0

2 1 1( ) ( , )
(X,X )F (X) =- U (X) ( , )

0 ( , )

X X
X X

X X

η ρ ρ
ρ ρρ

ρ ρ

⎧− − ≤⎪⎡ ⎤∇ ⎨⎣ ⎦
⎪ ≥⎩

 (11) 

The resultant force of robot is as, 

 att repF F F= +  (12) 

This resultant force determines the moving direction. The graph of force is illustrated as below. 

3.2 Behavior of follower for obstacle avoidance 
Concerning about obstacle avoidance, assume that each robot has one virtual outer 
covering. The radius of this outer covering is determined by the maximal velocity of robot as 
well as braking ability. It is therefore called as protected shell. Any object and other robots 
should be avoided to enter into the region of this protected shell.  
If follower detects out one obstacle in this protected shell, illustrated by Fig.3, it will turn a 
small angle to avoid the direction of this obstacle. And then it will turn an angle which is 
necessary to keep the formation. These two angles are combined to calculate the new 
expected angle 'dϕ . The calculation equation is as below. 

 
2

2
( )' arccos 1
2( )

d d
d d

dd
l lϕ γϕ ϕ
ρϕ γ

− −
= − −

−
 (13) 

where l denotes the shortest distance between the center of follower and obstacle. γ  denotes 
the relative angle of the nearest point between the center of robot and obstacle. According to 
this strategy, follower can not be collided with the nearest obstacle while keeping the 
expected formation. 
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Fig. 2. Force of robot in the artificial potential field 

 
Fig. 3. Obstacle avoidance of follower 

4. Simulation and experimental results 
4.1 Pioneer3 mobile robot platform 
As the simulation and experimental platform, Pioneer3 mobile robot is adopted, which has 
sonar and hodometers. Sonar is used as the device of measuring distance from obstacle to 
robot. Hodometer is used as the positioning device to obtain the current position relating to 
the starting point in real time. Pioneer3 robot has totally 2 sonar cycles, respectively at the 
front part and rear part of robot. Each sonar cycle has 8 transducers. In this research 8 
transducers of front part of sonar cycle and 2 transducers of rear part of sonar cycle are 
used. The following Fig.4 is the sonar distribution and its identity coordinate of Pioneer3. 
When positioning concretely, the identity coordinate of Pioneer3 at the starting moment is 
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regarded as the global coordinate for this path planning. In each simulation figure, G 
denotes target and S starting point. 
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Fig. 4. Sonar distribution and its identity coordinate of Pioneer3 

4.2 Simulation and experimental results 
Pioneer3 mobile robot platform provides a simulation system MobileSim. In this system, a 
map can be installed and sensor information can be obtained. User can run the developed 
program in MobileSim before running on Pioneer3 mobile robot. Actually, it has same effect 
of running in MobileSim and Pioneer3 mobile robot.  
In order to verify the proposed method, the following simulation and experimental works 
have been carried out by use of MobileSim. 
Fig.5 is the simulation results about the obstacle avoidance of leader robot individually. 
Fig.6 Illustrates the formation transformation among various formations in the environment 
without obstacle. 

 
Fig. 5. Obstacle avoidance of leader robot individually 
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(a) From diamond to triangular formation 

 
(b) From triangular to straight line formation 

 
(c) From triangular to trapezoid formation 

Fig. 6. Formation transformation 
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Fig.7 illustrates the simulation results of obstacle avoidance of two robots with formation. 
Fig.8 illustrates the experimental results of the proposed method in the Pioneer3 mobile robot. 
 

 
 

 
 

(a) Passing through a channel of two robots 
 

 

 
 

(b) Going there and back of two robots 
 

Fig. 7. Obstacle avoidance of two robots 
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(a) Formation of two robots 

 
(b) Formation of three robots 

Fig. 8. Experimental results 

5. Conclusions 
This paper introduces formation and obstacle avoidance in the unknown environment of 
multi-robot system. With the leader-following algorithm, multi-robot system can form and 
keep various formations and realize formation transformation. Through artificial potential 
field algorithm, multi-robot system can successfully avoid obstacle in the unknown 
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environment while keeping formation. The proposed method not only can realize obstacle 
avoidance of multi-robot system with formation in the unknown environment, but also can 
be adopted in real time and applicable to many different situations. By means of Pioneer3 
mobile robot platform, the simulation and experimental works, which considering various 
formations and unknown environment, demonstrate the effectiveness of the proposed 
method. In the future research, we will further consider more complicated environment 
with various types of obstacles. In addition, we will propose new method to optimize the 
movement of multiple robots with formation in order to improve autonomous and adaptive 
features of multi-robot system. 
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1. Introduction     
Synchronization behavior among agents is found in flocking of birds, schooling of fish, and 
other natural systems. Synchronization among coupled oscillators was studied by 
(Kuramoto 1975). Much work has extended consensus and synchronization techniques to 
manmade systems such as UAV to perform various tasks including surveillance, moving in 
formation, etc. We refer to consensus and synchronization in terms of control of manmade 
dynamical systems. Early work on cooperative decision and control for distributed systems 
includes (Tsitsiklis 1984). The reader is referred to the book and survey papers (Ren & Beard 
2008; Ren, Beard et al., 2005; Olfati-Saber et al., 2007; Ren, Beard et al., 2007). Consensus has 
been studied for systems on communication graphs with fixed or varying topologies and 
communication delays. See (Olfati-Saber & Murray 2004; Fax & Murray 2004; Ren & Beard 
2005; Jadbabaie et al., 2003), which proposed basic synchronizing protocols for various 
communication topologies.  
Early work on consensus studied leaderless consensus or the cooperative regulator problem, 
where the consensus value reached depends on the initial conditions of the node states and 
cannot be controlled. On the other hand, the cooperative tracker problem seeks consensus or 
synchronization to the state of a control or leader node. Convergence of consensus to a 
virtual leader or header node was studied in (Jadbabaie et al., 2003; Jiang & Baras 2009). 
Dynamic consensus for tracking of time-varying signals was presented in (Spanoset al., 
2005). The pinning control has been introduced for synchronization tracking control of 
coupled complex dynamical systems et al., 2004; Z. Li et al., 2009). Pinning control allows 
controlled synchronization of interconnected dynamical systems by adding a control or 
leader node that is connected (pinned) into a small percentage of nodes in the network. 
Analysis has been done using Lyapunov and other techniques by assuming either a Jacobian 
linearization of the nonlinear node dynamics, or a Lipschitz condition, or contraction 
analysis. The agents are homogeneous in that they all have the same nonlinear dynamics. 
The study of second-order and higher-order consensus is required to implement 
synchronization in most real world applications such as formation control and coordination 
among UAVs, where both position and velocity must be controlled. Note that Lagrangian 
motion dynamics and robotic systems can be written in the form of second-order systems. 
Moreover, second-order integrator consensus design (as opposed to first-order integrator 
node dynamics) involves more details about the interaction between the system dynamics/ 
control design problem and the graph structure as reflected in the Laplacian matrix. As 
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such, second-order consensus is interesting because there one must confront more directly 
the interface between control systems and communication graph structure. See the book 
(Ren & Beard 2008) in Section III (Chapter 4-5). The article (Ren et al., 2007) studied the case 
of higher-order consensus for linear chained integrator systems. The detailed analysis there 
is performed for 3rd order systems but it extends to the higher order case. The paper (Zhu et 
al., 2009) studies the general second order consensus problem for double integrator systems. 
Ref. (Khoo et al., 2009) studied second order consensus in finite time using sliding mode 
error and a Lyapunov analysis. Papers (Bo & Huajing 2009; Yang et al., 2008; Su & Xiaofan 
Wang 2008) discuss consensus with time delays for second order integrator (Type II) 
systems. The article (Seo et al., 2009) proposed second order consensus using output 
feedback for agents with identical linear dynamics.  
Few papers study second-order consensus for unknown nonlinear systems. Few papers 
study consensus for heterogeneous agents with different unknown nonlinear dynamics. 
Leaderless or uncontrolled synchronization with nonlinear non-identical passive systems is 
reported in (Chopra & Spong 2006), which provided a Lyapunov proof valid for balanced 
graph structures. By contrast, this Chapter concerns controlled consensus or the multi-agent 
tracker problem on general directed graphs.  
Neural networks (NN) have a universal approximation property (Hornik et al., 1989) and 
learning capabilities that make them ideal for cooperative tracking control of multi agent 
systems with non-identical unknown nonlinear dynamics. Neural networks have been used 
since the 1990s to extend the abilities of adaptive controllers to handle larger classes of 
unknown nonlinear dynamical systems. Novel NN weight tuning algorithms have been 
developed to make NN suitable for online control of dynamical systems with real-time 
learning along the system trajectories. Rigorous proofs of convergence, performance, and 
stability have been offered. The reader is referred to (Qu 2009; Lewis et al., 1999; Lewis et al., 
1996; Narendra 1992; Narendra & Parthasarathy 1990; F. -C Chen & Khalil 1992; Polycarpou 
1996) for early works and the extensive literature since then is well known and hence not 
covered here. Neural adaptive control has not been fully explored for control of multiagent 
systems. 
Distributed multiagent systems with unknown nonlinear non-identical dynamics and 
disturbances were studied in (Hou et al., 2009) where distributed neural adaptive controllers 
were designed to achieve robust consensus. That treatment assumed undirected graphs and 
solved the leaderless or uncontrolled consensus problem, that is, the nodes reach a steady-
state consensus that depends on the initial conditions and cannot be controlled. Expressions 
for the consensus value were not given. Higher order consensus was proposed using a 
complex backstepping approach.  
Many control system graph structures are nonsymmetric in that communication links are 
unidirectional, with information flowing only one way between subsystems. Moreover, in 
most problems it is important to be able to specify the desired synchronization trajectory. 
This corresponds to a multi-agent tracker problem. An example is the directed tree structure 
of formation control, where all agents sense (either directly or indirectly through 
intermediate neighbors) the state of the control node, but the control node sets the 
prescribed course and speed. Therefore, (Das & Lewis 2009) studied the cooperative tracker 
problem for agents on general digraphs having non-identical unknown dynamics and 
disturbances. First-order integrator dynamics were studied. A distributed adaptive control 
technique was given that used pinning control to achieve synchronization to a desired 
command trajectory. Performance and stability were shown using a Lyapunov approach.  
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In this Chapter we extend (Das & Lewis 2009) to consensus for agents having second order 
dynamics in Brunovsky form. We confront the second-order synchronization tracking 
problem for heterogeneous nodes with non-identical unknown nonlinear dynamics with 
unknown disturbances. Herein, ‘synchronization control’ means the objective of enforcing 
all node trajectories to follow (in a ‘close-enough’ sense to be made precise) the trajectory of 
a leader or control node. The communication structures considered are general directed 
graphs with fixed topologies. Analysis of digraphs is significantly more involved than for 
undirected graphs. The dynamics of the leader or command node are also assumed 
nonlinear and unknown. A distributed adaptive control approach is taken, where 
cooperative adaptive controllers are designed at each node. A parametric neural network 
structure is introduced at each node to estimate the unknown dynamics. The choices of 
control protocol as well as neural net tuning laws are the key factors in stabilizing the 
networked multi-agent systems. A Lyapunov analysis shows how to tune the neural 
networks cooperatively, and guarantees the stability and performance of the networked 
systems. The error bounds obtained from the Lyapunov proof are dependent on control 
design and NN tuning parameters which can be chosen to suitably manage the tracking 
error and estimation error. Simulation results for networked agents with Lagrangian 
dynamics are provided to show the effectiveness of the proposed method.  
Section 2 is formulated the synchronization tracking control problem for second-order 
systems with non-identical unknown nonlinear dynamics. In Section 3 a Lyapunov 
technique is used to design cooperative adaptive controllers based on neural network 
approximation methods. Performance and stability guarantees are given for the networked 
systems. Section 4 presents simulation results. 

2. Synchronization control formulation 
Consider a graph ( , )G V E=  with a nonempty finite set of N nodes 1{ , , }NV v v=  and a set 
of edges or arcs E V V⊆ × . We assume the graph is simple, e.g. no repeated edges and 
( , ) ,i iv v E i∉ ∀  no self loops. General directed graphs are considered. Denote the adjacency 
or connectivity matrix as [ ]ijA a=  with 0 ( , )ij j ia if v v E> ∈  and 0ija =  otherwise. Note 

0iia = . The set of neighbors of a node iv  is { : ( , ) }i j j iN v v v E= ∈ , i.e. the set of nodes with 

arcs incoming to iv . Define the in-degree matrix as a diagonal matrix { }iD diag d=  with 

i

i ij
j N

d a
∈

= ∑  the weighted in-degree of node i  (i.e. i -th row sum of A). Define the graph 

laplacian matrix as L D A= − , which has all row sums equal to zero. Define o
i ji

j
d a=∑ , the 

(weighted) out-degree of node i , that is the i -th column sum of A .  
We consider directed communication graphs with fixed topologies and assume the digraph 
is strongly connected, i.e. there is a directed path from iv  to jv  for all distinct nodes 

,i jv v V∈ . Then A and L are irreducible (Qu 2009), (Horn & Johnson 1994). That is they are 
not cogredient to a lower triangular matrix, i.e., there is no permutation matrix U such that  

 
* 0
* *

TL U U
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

 (1) 
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The results of this Chapter can easily be extended to graphs having a spanning tree (i.e. not 
necessarily strongly connected) using the Frobenius form in (1). 

2.1 Cooperative tracking problem for synchronization of multiagent systems 
Consider second order node dynamics defined for the i -th node in Brunovsky form as 

 
1 2

2 ( )
i i

i i i i i

x x

x f x u w

=

= + +
 (2) 

where 1 2 2[ ]Ti i ix x x R= ∈ , ( )iu t R∈  is the control input and ( )iw t R∈  a disturbance acting 
upon each node. Note that each node may have its own distinct nonlinear dynamics. 
Standard assumptions for existence of unique solutions are made, e.g. ( )i if x  either 
continuously differentiable or Lipschitz. The overall graph dynamics is 

 
1 2

2 ( )

x x

x f x u w

=

= + +
 (3) 

where the overall (global) state vector is 2 2 2 2
1 2

T N
Nx x x x R⎡ ⎤= ∈⎣ ⎦ , 

1 1 1 1
1 2

T N
Nx x x x R⎡ ⎤= ∈⎣ ⎦ , ( )1 2,

T
x x x= , ( ) ( ) ( ) ( )1 1 2 2

T N
N Nf x f x f x f x R⎡ ⎤= ∈⎣ ⎦ , 

input [ ]1 2
T N

Nu u u u R= ∈ , and [ ]1 2
T N

Nw w w w R= ∈ .  

If the states k
ix  are not scalars, this analysis carries over with the mere addition of the 

standard Kronecker product term (Das & Lewis 2009). 
Definition 1. The local neighborhood tracking synchronization errors (position and velocity) for 
node i are defined as (Khoo et al., 2009) 

 ( ) ( )1 1 1 1 1
0

i

i ij j i i i
j N

e a x x b x x
∈

= − + −∑  (4) 

and 

 ( ) ( )2 2 2 2 2
0

i

i ij j i i i
j N

e a x x b x x
∈

= − + −∑  (5) 

with pinning gains 0ib ≥ , and 0ib >  for at least one i . Then, 0ib ≠  if and only if there exist an arc 
from the control node to the i -th node in G . We refer to the nodes i for which 0ib ≠  as the pinned or 
controlled nodes.  
Note that (4) and (5) represents the information that is available to any node i for control 
purposes.  
The state 1 2 2

0 0 0[ ]Tx x x R= ∈  of the leader or control node satisfies the (generally 
nonautonomous) dynamics in Brunovsky form 

 
1 2
0 0
2
0 0 0( , )

x x

x f x t

=

=
 (6) 
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This can be regarded as a command or reference generator. A special case is the standard 
constant consensus value with 1

0 0x =  and 2
0x  absent. Here, we assume that the control node 

can have a time-varying state. 
The Synchronization tracking control problem confronted herein is as follows: Design 
control protocols for all the nodes in G  to synchronize to the state of the control node, i.e. 
one requires 0( ) ( ),  1,2,k k

ix t x t k i→ = ∀ . It is assumed that the dynamics of the control node is 
unknown to any of the nodes in G . It is assumed further that both the node nonlinearities 

(.)if  and the node disturbances ( )iw t  are unknown. Thus, the synchronization protocols 
must be robust to unmodelled dynamics and unknown disturbances. 

2.2 Synchronization tracking error 
Define the consensus disagreement error vector 

 1 2 1 1 2 2
0 01 1

T T
x x x xδ δ δ⎡ ⎤ ⎡ ⎤= = − −⎣ ⎦ ⎣ ⎦

 (7) 

From (4), the global error vector for network G is given by 

 ( )( ) ( )1 1 1 1
01e L B x x L B δ= − + − = − +  (8) 

and 

 ( )( ) ( )2 2 2 2
01e L B x x L B δ= − + − = − +  (9) 

where, { }iB diag b=  is the diagonal matrix of pinning gains, and 1 2 ,
Tk k k k N

Ne e e e R⎡ ⎤= ∈⎣ ⎦  

1,2,k i= ∀  and 1 NR∈  the vector of 1’s.  
Lemma 1. Let the graph is strongly connected and 0B ≠ . Then 

 ( )/ ,       1,2k ke L B kδ σ≤ + =  (10) 

 

with ( )L Bσ +  the minimum singular value of ( )L B+ , and 0e =  if and only if the nodes 
synchronize, that is  

 0( ) ( ), 1,2,k k
ix t x t k i= = ∀ . (11) 

2.3 Synchronization Control Design and Error Dynamics 
Differentiating (8) and (9), 

 ( )( )1 2 2
01e L B x x= − + −  (12) 

and 

 ( )( )2 2
0 01 ( , )e L B x f x t= − + −  (13) 

Note that 1 2e e= . Define sliding mode error for node i  
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 2 1
i i i ir e eλ= +  (14) 

or as a whole 

 2 1r e e= + Λ  (15) 

where diag( ) 0iλΛ = > . The next result follows directly. 
Lemma 2. The velocity error is bounded according to  

 ( )2 1e r eσ≤ + Λ  (16) 

Now differentiating r one obtains the error dynamics 

 
( )( ) ( )( )
( ) ( )( ) ( )

2 2 2
0 0 0

2
0 0

1 ( , ) 1

1 ( , )

r L B x f x t L B x x

L B f x u w L B f x t e

= − + − − Λ + −

= − + + + + + + Λ
 (17) 

Following the techniques in (Lewis et al., 1999; Ge et al., 1998), assume that the unknown 
nonlinearities in (2) are smooth and thus can be approximated on a compact set S R∈  by 

 ( ) ( )T
i i i i i if x W xϕ ε= +  (18) 

with ( ) i
i ix Rηϕ ∈  a suitable basis set of iη  functions at each node i  with iη  number of 

neurons and i
iW Rη∈  a set of unknown coefficients. According to the Weierstrass higher-

order approximation theorem (Stone 1948), a polynomial basis set suffices to approximate 
( )i if x  as well as its derivatives, when they exist, and moreover, the approximation error 

0iε →  uniformly as .iη →∞  According to the neural network (NN) approximation 
literature (Hornik et al., 1989), a variety of basis sets can be selected, including sigmoids, 
gaussians, etc. There ( ) i

i ix Rηϕ ∈  is known as the NN activation function vector and 
i

iW Rη∈  as the NN weight matrix. Then it is shown that iε  is bounded on a compact set. 
The ideal approximating weights i

iW Rη∈  in (7) are assumed unknown. The intention is to 
select only a small number iη  of NN neurons at each node (see Simulations). 
Here, to avoid distractions from the main issues being introduced, we assume a linear-in-
the-parameters NN, i.e. the basis set of activation functions is fixed and only the output 
weights are tuned. It is straightforward to use a two-layer NN whereby the first and second-
layer weights are tuned. Then one has a nonlinear-in-the-parameters NN and the basis set is 
automatically selected in the NN. Then, the below development can easily be modified as in 
(Lewis et al., 1999).  
To compensate for unknown nonlinearities, each node will maintain a neural network 
locally to keep track of the current estimates for the nonlinearities. The idea is to use the 
information of the states from the neighbors of node i to evaluate the performance of the 
current control protocol along with the current estimates of the nonlinear functions. 
Therefore, select the local node’s approximation ˆ ( )i if x  as 

 ( )ˆ ˆ ( )T
i i i i if x W xϕ=  (19) 

where ˆ i
iW Rη∈  is a current estimate of the NN weights for node i , and iη  is the number of 

NN neurons maintained at each node i . It will be shown in Theorem 1 how to select the 
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estimates of the parameters ˆ i
iW Rη∈  using the local neighborhood synchronization errors 

(4), (5). The global node nonlinearity ( )f x  for graph G  is now written as 

 

1 1 1 1

2 2 22

( )

( )
( )

( ) ( )

( )

T

T

T

T N N NN
x

W x
xW

f x W x

xW
ϕ

ϕ ε
ϕ ε

ϕ ε

ϕ ε

⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= + = +⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦

 (20) 

and the estimate ˆ( )f x  as 

 

1 1 1

2 22

( )

ˆ ( )
ˆ ( )

ˆ ˆ( ) ( )

ˆ ( )

T

T

T

T N NN
x

W x
xW

f x W x

xW
ϕ

ϕ
ϕ

ϕ

ϕ

⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥= = ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦

 (21) 

Consider an input  

 ˆ ( ) ( , )i i i iu f x x tμ= − +  (22) 

or 

 ˆ( ) ( , )u f x x tμ= − +  (23) 

with ( , )i x tμ  an auxiliary input for the i th node yet to be specified. Then using (12) the 
error dynamics (6) becomes 

 ( ) ( ) ( )( ) ( ) 2
0 0, 1 ( , )r L B f x x t w L B f x t eμ= − + + + + + + Λ  (24) 

where ( ) ( )ˆ( ) ( )f x f x f x W xϕ= − =  with ( )1 1 2 2
ˆ ˆ ˆdiag , , ,

T
N NW W W W W W W= − − − . 

3. Lyapunov design for cooperative adaptive tracking control 

It is now shown how to select the auxiliary control ( )tμ  and NN weight tuning laws such as 
to guarantee that all nodes synchronize to the desired control node signal, i.e., 

0( ) ( ),ix t x t i→ ∀ . It is assumed that the dynamics 0( , )f x t  of the control node (which could 
represent its motion) are unknown to any of the nodes in G . It is assumed further that the 
node nonlinearities ( )i if x  and disturbances ( )iw t  are unknown. The Lyapunov analysis 
technique approach of (Lewis et al., 1999; Lewis et al., 1996) is used, though there are some 
complications arising from the fact that ( ),x tμ  and the NN weight tuning laws must be 
implemented as distributed protocols. This entails a careful selection of the Lyapunov 
function. 
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The maximum and minimum singular values of a matrix M are denoted ( )Mσ  and ( )Mσ  

respectively. The Frobenius norm is { }T
FM tr M M=  with {}tr ⋅  the trace. The Frobenius 

inner product of two matrices is 1 2 1 2, { }T
FM M tr M M= . 

The following Fact gives two standard results used in neural adaptive control (Lewis et al., 
1999) 
Fact 1. Let the nonlinearities ( )f x  in (3) be smooth on a compact set NRΩ ⊂ . Then: 
a. The NN estimation error ( )xε  is bounded by Mε ε≤  on Ω , with Mε  a fixed bound 

(Hornik et al., 1989; Lewis et al., 1999).  
b. Weierstrass higher-order approximation theorem. Select the activation functions ( )xϕ  

as a complete independent basis (e.g. polynomials). Then NN estimation error ( )xε  
converges uniformly to zero on Ω  as , 1,i i Nη →∞ = . That is 0ξ∀ >  there exist 

, 1,i i Nη =  such that ,i i iη η> ∀  implies sup ( )x xε ξ∈Ω <  (Stone 1948).  
The following standard assumptions are required. Although the bounds mentioned are 
assumed to exist, they are not used in the design and do not have to be known. They appear 
in the error bounds in the proof of Theorem 1. (Though not required, if desired, standard 
methods can be used to estimate these bounds including [27].)  
Assumption 1.  
a. The unknown disturbance iw  is bounded for all i . Thus the overall disturbance vector 

w  is also bounded by Mw w≤  with Mw  a fixed bound. 
b. Unknown ideal NN weight matrix W  is bounded by MFW W≤ . 
c. NN activation functions iϕ are bounded i∀ , so that one can write for the overall 

network that Mϕ φ≤ . 
d. The unknown consensus variable dynamics 0 0( , )f x t  as well as the target output vector 

are bounded so that 0 0( , ) ,Mf x t F t≤ ∀  respectively. 
e. The target trajectory is bounded so that 1 1 2 2

0 0 0 0( ) , ( ) ,x t X x t X t< < ∀  
The next definition for robust practical stability, or uniform ultimate boundedness, is 
standard and the following definition extends it to multi-agent systems 
Definition 2. Any vector time function ( )y t  is said to be uniformly ultimately bounded (UUB) [27] 
if there exist a compact set NRΩ ⊂  so that 0( )y t∀ ∈Ω  there exist a bound mB  and a time 

0( , ( ))f mt B y t  such that 0( ) ( ) m fx t y t B t t t− ≤ ∀ ≥ + . 
Definition 3. The control node state 0( )x t  is said to be cooperative uniformly ultimately bounded 
(CUUB) if there exist a compact set RΩ ⊂  so that 0 0 0( ( ) ( )ix t x t∀ − ∈Ω  there exist a bound mB  
and a time ( )0 0 0, ( ), ( )f mt B x t x t  such that 0 0( ) ( ) ,i m fx t x t B i t t t− ≤ ∀ ∀ ≥ + . 
The next key constructive result is needed. An M-matrix is a square matrix having nonpositive 
off-diagonal elements and all principal minors nonnegative (Qu 2009; Horn & Johnson 1994). 
Lemma 3. (Qu 2009) Let L  be irreducible and B  have at least one diagonal entry 0ib > . Then 
( )L B+  is a nonsingular M − matrix. Define  

 [ ] ( ) 1
1 2 1T

Nq q q q L B −= = +  (25) 

 { } { }diag diag 1 /i iP p q= ≡  (26) 
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Then 0P >  and the matrix Q defined as  

 ( ) ( )TQ P L B L B P= + + +  (27) 
is positive definite.  
It is important that the matrix P is diagonal, as will be seen in the upcoming proof. The main 
result of the Chapter is now presented. 
Theorem 1. Distributed Adaptive Control Protocol for Synchronization. 
Consider the networked systems given by (3) under the Assumption 1. Let the communication 
digraph be strongly connected. Select the auxiliary control signal μ(x,t) in (23) so that the local node 
control protocols are given by 

 2ˆ ( ) i
i i i i i

i i
u cr f x e

d b
λ

= − +
+

 (28) 

with 0i iλ λ= > ∀ , control gains c > 0, and ( )ir t  defined in (14). Then 

 ( ) 1 2ˆ ( )Tu cr W x D B eϕ λ −= − + +  (29) 

with local node NN tuning laws be given by  

 ˆ ˆ( )T
i i i i i i i i iW F r p d b F Wϕ κ= − + −  (30) 

with 
ii iF Iη= Π , 

i
Iη the i iη η×  identity matrix, 0iΠ >  and 0κ >  scalar tuning gains, and 0ip >  

defined in Lemma 3. Define  

 ( )
( ) ( )

D B
P A

σ
λ

σ σ
+

=  (31) 

and select the control gain c and NN tuning gain κ  so that  

 ( )

( ) ( )

2 1. 0

1. 1
2 m

i c
Q

ii P A

λ
σ λ

ϕ σ σ κ λ

⎛ ⎞= + >⎜ ⎟
⎝ ⎠

≤ ≤ −

 (32) 

with 0, 0P Q> >  define in Lemma 3 and A  the graph adjacency matrix. 
Then there exist numbers of neurons , 1,i i Nη =  such that for ,i i iη η> ∀  the overall sliding mode 
cooperative error vector ( )r t , the local cooperative error vectors 1 2( ), ( )e t e t  and the NN weight 
estimation errors W  are UUB, with practical bounds given by (53)-(55) respectively. Moreover the 
consensus variable 1 2

0 0 0( ) [ , ]Tx t x x=  is cooperative UUB and all nodes synchronize such that 
1 1

0( ) ( ) 0ix t x t− → , 2 2
0( ) ( ) 0ix t x t− → . Moreover, the bounds (53)-(55) can be made small by 

manipulating the NN and control gain parameters. 
Proof: 
Part A: We claim that for any fixed 0Mε > , there exist numbers of neurons , 1,i i Nη =  such 
that for ,i i iη η> ∀  the NN approximation error is bounded by Mε ε≤ . The claim is proven 
in Part b of the proof. Consider now the Lyapunov function candidate 
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 ( )1 1 11 1 1
2 2 2

TT TV r Pr W F W e e−= + +  (33) 

with 0TP P= >  and 1 0TF F− −= > . Then 

 { } ( )1 1 1TT TV r Pr tr W F W e e−= + +  (34) 

Using (24) and (29)  

 ( ) ( )( ) ( ) ( ) 1 2
0 01 ( , )r L B f x cr w L B f x t A D B e−= − + + + + + + + Λ  (35) 

Therefore  
 

 
( ) ( )( ) ( )

( ) { } ( )
0 0

1 2 1 1 2

1 ( , )T T T

TT T

V r P L B W x w cr r P L B f x t

r PA D B e tr W F W e e

ϕ ε

− −

= − + + + + + + +

+ Λ + +
 (36) 

 
( ) ( ) ( ) ( )( )

( ) ( ) { } ( ) ( )1 2 1 1 1
0 01 ( , )

T T T T

TT T T

V r P L B cr r P L B W x r P L B w

r P L B f x t r PA D B e tr W F W e r e

ϕ ε
− −

= − + − + − + + +

+ + + Λ + + − Λ
 (37) 

 
( ) ( ){ }

( ) ( ) ( )( ) ( ) ( )
0 0

1 2 1 1 1 1

1 ( , )T T

T TT T T

V cr P L B r r P L B w f x t

r PA D B e tr W F W x r P L B e r e e

ε

ϕ− −

= − + − + + − +

⎡ ⎤+ Λ + − + + − Λ⎢ ⎥⎣ ⎦

 (38) 

 
( ) ( ){ }

( ) ( ) ( ) ( )( ) ( ) ( )
0 0

1 1 1 1 1 1

1 ( , )T T

T TT T T

V cr P L B r r P L B w f x t

r PA D B r e tr W F W x r P L B e r e e

ε

ϕ− −

= − + − + + − +

⎡ ⎤+ Λ − Λ + − + + − Λ⎢ ⎥⎣ ⎦

 (39) 

( ) ( ){ } ( ) ( )( )
( ) ( ) ( ) ( ) ( )

1
0 0

1 1 2 1 1 1 1

1 ( , )T T T T

T TT T T T

V cr P L B r r P L B w f x t tr W F W x r P D B

tr W x r PA r PA D B r r PA D B e e r e e

ε ϕ

ϕ

−

− −

⎡ ⎤= − + − + + − + − + +⎢ ⎥⎣ ⎦

⎡ ⎤ + + Λ − + Λ + − Λ⎣ ⎦

 (40) 

 

Since L is irreducible and B has at least one diagonal entry bi>0, then (L+B) is a nonsingular 
M-matrix. Thus, according to Lemma 3, one can write  
 

 
( ){ } ( ) ( )( )

( ) ( ) ( ) ( ) ( )

1
0 0

1 1 2 1 1 1 1

1 1 ( , )
2

T T T T

T TT T T T

V cr Qr r P L B w f x t tr W F W x r P D B

tr W x r PA r PA D B r r PA D B e e r e e

ε ϕ

ϕ

−

− −

⎡ ⎤= − − + + − + − + +⎢ ⎥⎣ ⎦

⎡ ⎤ + + Λ − + Λ + − Λ⎣ ⎦

 (41) 

 

Adopt the NN weight tuning law ˆ( )T
i i i i i i i i iW F r p d b F Wϕ κ= + + . Taking norm both sides in 

(41) one has 
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( ) ( ) ( ) ( ) ( )

( ) ( ) ( )
( )

( ) ( ) ( )
( ) ( )

22

2
22 1 1

1
2

1

M M MF F F
V c Q r P L B B r W W W P A W r

P AP A
r r e e

D B D B

σ σ σ κ κ φ σ σ

σ σ σσ σ σ
σ

σ σ

≤ − + + + − + +

⎛ ⎞ΛΛ ⎜ ⎟+ + − Λ
⎜ ⎟+ +
⎝ ⎠

 (42) 

where ( )M M M MB w Fε= + + . Then 
 

( )
( ) ( ) ( )

( )

( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( )

2

1
2

1

1 1 0
2

1 1 11
2 2 2

10
2

MF

F

M

P A

D B
e

P A P A
V e r W c Q P A r

D B D B
W

P A

σ σ σ
σ

σ

σ σ σ σ σ σ
σ φ σ σ

σ σ

φ σ σ κ

⎡ ⎤⎛ ⎞Λ
⎢ ⎥⎜ ⎟Λ +
⎢ ⎥⎜ ⎟+

⎝ ⎠⎢ ⎥ ⎡ ⎤⎢ ⎥⎛ ⎞ ⎢ ⎥Λ ⎛ ⎞Λ⎢ ⎥⎜ ⎟⎡ ⎤ ⎢ ⎥≤ − + − +⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦ ⎜ ⎟+ + ⎢ ⎥⎝ ⎠⎢ ⎥⎝ ⎠ ⎢ ⎥⎢ ⎥ ⎣ ⎦
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

 ( ) ( )

1

0 M M

F

e

P L B B W r

W

σ σ κ

⎡ ⎤
⎢ ⎥
⎢ ⎥⎡ + ⎤⎣ ⎦ ⎢ ⎥
⎢ ⎥⎣ ⎦

 (43) 

Write this as  

 T TV z Hz h z≤ − +  (44) 
Clearly 0V ≤  iff 0H ≥  and  

 
( )
h

z
Hσ

>  (45) 

According to (33) this defines a level set of ( )V z , so it is direct to show that 0V ≤  for V  
large enough such that (45) holds (Khalil 1996). To show this, according to (33) one has 

 
2 22 22 21 11 1

2 2
max min

1 1 1 1( ) ( )
2 2 2 2F F

P e W e V P e W eσ σ+ + ≤ ≤ + +
Π Π

 (46) 

( ) ( )

21

1 1

1 1

max min

1 1 1 1
2 2

11
F F

F F

SS

P Pe e

e r W r V e r W r

W W

σ σ⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥≤ ≤⎣ ⎦ ⎣ ⎦⎢ ⎥ ⎢ ⎥Π Π⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦

 (47) 

with min max,Π Π  the minimum and maximum values of iΠ . Equation (47) is equivalent to 

 1 1
2 2

T Tz Sz V z Sz≤ ≤  (48) 

where ( )1S Sσ=  and ( )2S Sσ= . Then  
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 2 21 1
2 2( ) ( )S z V S zσ σ≤ ≤  (49) 

Therefore, 

 
2

2
( )1

2 ( )
S h

V
H

σ
σ

>  (50) 

implies (45). 
For a symmetric positive definite matrix, the singular values will be equal to its eigenvalues. 

Define ( )
( ) ( )

,
D B

I
P A

σ
λ λ

σ σ
+

Λ = = , 
( )
2 1c
Q

λ
σ λ

⎛ ⎞
= +⎜ ⎟

⎝ ⎠
 and ( ) ( )1

2 m P Aγ ϕ σ σ= . Then (43) can 

be written as 

 ( ) ( )

1 1

1
1 0

1 0
0

M MF

F F
H

e e

V e r W r P L B B W r

W W

λ
λ γ σ σ κ
γ κ

⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎡ ⎤ ⎢ ⎥ ⎢ ⎥≤ − + ⎡ + ⎤⎣ ⎦⎢ ⎥⎣ ⎦ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 (51) 

The transformed H matrix is symmetric and positive definite under assumption given by 
(32). Therefore from Gershgorin circle’s theorem  

 ( )Hσ κ γ≥ −  (52) 

with 0 1γ κ λ< ≤ ≤ − . Therefore ( )z t  is UUB (Khalil 1996). 
In view of the fact that, for any vector z, one has 

1 2z z z ∞≥ ≥ ≥ , sufficient conditions 
for (45) are: 

 ( ) ( )
( ) ( )1

2

M M

m

B P L B W
r

P A

σ σ κ

κ ϕ σ σ

+ +
>

−
 (53) 

or 

 ( ) ( )
( ) ( )

1
1
2

M M

m

B P L B W
e

P A

σ σ κ

κ ϕ σ σ

+ +
>

−
 (54) 

or 

 ( ) ( )
( ) ( )1

2

M M

m

B P L B W
W

P A

σ σ κ

κ ϕ σ σ

+ +
>

−
 (55) 

Note that this shows UUB of 1( ), ( ), ( )r t e t W t . Therefore from Lemma 2, the boundedness of 
r  and 1e  implies bounded 2e . Now Lemma 1 shows that the consensus error vector ( )tδ  is 
UUB. Then 0( )x t  is cooperative UUB. 
Part B: See (Ge & C. Wang 2004) 
According to (44) 2( )V H z h zσ≤ − +  and according to (49) 
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 V V Vα β≤ − +  (56) 

with 2 ( ) / ( ), 2 / ( )H S h Sα σ σ β σ≡ ≡ . Thence 

 /2 /2( ) (0) (1 ) (0)t tV t V e e Vβ βα α
α α

− −≤ + − ≤ +  (57) 

Using (49) one has 
 

2221 1( ) ( )( ) ( ) (0) (0) (0)
( ) ( ) ( )F

hS Se t z t e W e
S S H

σ σ ρ
σ σ σ

≤ ≤ + + + ≡  

and 

 222 1( ) ( )( ) ( ) (0) (0) (0)
( ) ( ) ( )F

hS Sr t z t e W e
S S H

σ σ ρ
σ σ σ

≤ ≤ + + + ≡  (58) 

Then from (8)  

 1 1 1
0

1( ) ( ) ( )
( )

x t e t N x t
L Bσ

≤ +
+

 (59) 

 1 1 1
0 0( )

( )
x t NX h

L B
ρ

σ
≤ + ≡

+
 (60) 

Similarly from (58) and using (16) in Lemma 2 

 
( )

2 1( ) ( ) ( )

1

e t e t r tλ

ρ λ

≤ +

≤ +
 (61) 

This implies  

 ( )2 2 2
0 0

1
( )

( )
x t NX h

L B
ρ λ
σ

+
≤ + ≡

+
 (62) 

where 2 2
0 0 ( )X x t=  and ( ) ( )M Mh B P L B Wσ σ κ≤ + + . Therefore, the state is contained for 

all times 0t ≥  in a compact set 1 1 2 2
0 0 0{ ( )| ( ) , ( ) }x t x t h x t hΩ = < < . According to the 

Weierstrass approximation theorem (Fact 1), given any NN approximation error bound Mε  
there exist numbers of neurons , 1,i i Nη =  such that ,i i iη η> ∀  implies sup ( )x Mxε ε∈Ω < . 

□ 
Discussion:  
If any one of (53), (54) or (55) holds, the Lyapunov derivative is negative and V decreases. 
Therefore, these provide practical bounds for the neighborhood synchronization error and 
the NN weight estimation error.  
The elements ip  of the positive definite matrix { }iP diag p=  required in the NN tuning law 
(30) are computed as ( ) 11 1 1P L B −− = +  (see Lemma 3), which requires global knowledge of 
the graph structure unavailable to individual nodes. However, due to the presence of the 
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arbitrary diagonal gain matrix 0iF >  in (30), one can choose 0i ip F >  arbitrary without loss 
of generality.  
It is important to select the Lyapunov function candidate V in (33) as a function of locally 
available variables, e.g. the local sliding mode error r(t) and cooperative neighborhood 
error 1( )e t  in (15) and (18) respectively. This means that any local control signals ( , )i x tμ  
and NN tuning laws developed in the proof are distributed and hence implementable at 
each node. The use of the Frobenius norm in the Lyapunov function is also instrumental, 
since it gives rise to Frobenius inner products in the proof that only depend on trace 
terms, where only the diagonal terms are important. In fact, the Frobenius norm is ideally 
suited for the design of distributed protocols. Finally, it is important that the matrix P of 
Lemma 3 is diagonal. 

4. Simulation result 
For this set of simulations, consider the 5-node strongly connected digraph structure in Fig. 
1 with a leader node connected to node 3. The edge weights and the pinning gain in (4) were 
taken equal to 1.  
 

 
Fig. 1. Five-node SC digraph with one leader node 

Consider the node dynamics for node i given by the second-order Lagrange form dynamics 

 
1 2

1
2 2 1sin( )

i i

i i i

r
i i i i i

q q

q J u B q M gl q−

=

⎡ ⎤= − −⎣ ⎦
 (63) 

where 2
1 2,

i i

T
iq q q R⎡ ⎤= ∈⎣ ⎦  is the state vector, Ji is the total inertia of the link and the motor, 

r
iB  is overall damping coefficient, iM  is total mass, g  is gravitational acceleration and il  is 

the distance from the joint axis to the link center of mass for node. , ,r
i i iJ B M  and il  are 

considered unknown and may be different for each node.  
The desired target node dynamics is taken as the inertial system 

 0 0 0 0 0 0om q d q k q u+ + =  (64) 

with known 0 0 0, ,m d k . Select the feedback linearization input 
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 ( ) ( ) 2
0 1 0 2 0 0 0 0 0 0sin( ) cos( ) sin( )u K q t K q t d q k q m tβ β β β β⎡ ⎤= − − + − + + +⎣ ⎦  (65) 

for a constant β>0. Then, the target motion q0(t) tracks the desired reference trajectory sin (βt).  
The cooperative adaptive control protocols of Theorem 1 were implemented at each node. 
As is standard in neural and adaptive control systems, reasonable positive values were 
initially chosen for all control and NN tuning parameters. Generally, the simulation results 
are not too dependent on the specific choice of parameters as long as they are selected as 
detailed in the Theorem and assumptions, e.g. positive. The number of NN hidden layer 
units can be fairly small with good performance resulting, normally in the range of 5-10. As 
in most control systems, however, the performance can be improved by trying a few 
simulation runs and adjusting the parameters to obtain good behavior. In on-line 
implementations, the parameters can be adjusted online to obtain better performance.  

For NN activation function we use log-sigmoid of the form 1
1 kte−+

 with positive slope 

parameter k. Number of neurons used at each node is 3. So, φm≈1 and γ≈0.04. NN gain 
parameter we selected as 1.5κ = . According to (32) the pinning gain should be selected 
large and it was taken as c=1000. 
In the simulation plots we show tracking performance of positions ( 1i

q ) and velocities ( 2i
q ) 

for all i. At steady state all 1i
q  and 2i

q  are synchronized and follow the second order single 
link leader trajectory given by 0q  and 0q  respectively. 
Fig. 2 shows the tracking performance of the system. One can see from the figure that 
positions and velocities of all the five nodes are synchronized in two different final values 
which are given by the final values of [ ]0 0, Tq q . More specifically 1i

q ’s are synchronized 
with 0q  and 2i

q ’s are synchronized with 0q  at steady state. The figure also shows the 
inputs iu  for all agents while tracking. 
Fig. 3 describes the position and velocity consensus disagreement error vectors namely 

( )1 0 2 0, ,
i i

T
q q q q i− − ∀ and also the NN estimation error in terms of ˆ( ) ( )

T
i if x f x i⎡ ⎤− ∀⎣ ⎦

. One 

can easily see that all the errors are minimized almost to zero.  
 

 
 

Fig. 2. Tracking performance (position and velocity) and control input 



 Multi-Robot Systems, Trends and Development 

 

48 

 

 

 
 

Fig. 3. Disagreement vector and NN estimation error vector 
 

 

 
 

Fig. 4. Comarison of ( )f x  and ˆ( )f x  

Fig. 4 describes the comparison of unknown dynamics f(x) with estimated dynamics ˆ( )f x . 
The figure also shows that the steady state values of ( )f x  and ˆ( )f x  are almost equal. 
Fig. 5 shows the NN weight dynamics. 
Fig. 6 is the phase plane plot of all agents, i.e. the plot of 1i

q i∀  (along the x -axis) and 2i
q i∀  

(along the y − axis). At steady state the Lissajous pattern formed by all five nodes is the 
target node’s phase plane trajectory. 
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Fig. 5. NN weight dynamics 
 

 
Fig. 6. Phase plane plot for all the nodes 

5. Conclusion 
This Chapter presents a method for synchronization control for multi-agent systems of 
order two with unknown dynamics. It gives the design of distributed adaptive controllers 
for second order nonlinear systems communicating on general strongly connected digraph 
network structures. The agent dynamics and command generator dynamics are considered 
unknown. Moreover the agent dynamics need not to be same. It is shown that with the use 
of pinning control based on the exchange of cooperative neighborhood errors among the 
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agents, one can guarantee synchronization of all the robots to the single command 
trajectory. A simple neural network parametric approximator is introduced at each node to 
estimate the unknown dynamics and disturbances. The choices of control protocol as well as 
neural net tuning laws are selected through a Lyapunov formulation to induce 
synchronization within the networked multi-robot team. A Lyapunov-based proof shows 
the ultimate boundedness of the tracking error. Simulation results for Lagrangian agent 
dynamics are shown to illustrate the effectiveness of the proposed method. 
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1. Introduction

Multi-robot systems have the potential to improve application-specific performance by
offering redundancy, increased coverage and throughput, flexible reconfiguration, and/or
spatially diverse functionality (Kitts & Egerstedt, 2008). For mobile systems, a driving
consideration is the method by which the motions of the individual vehicles are coordinated.
Centralized approaches have been successfully demonstrated (Yamaguchi & Arai, 1994;
Tan & Lewis, 1996) and have been found to be useful for material transport, regional synoptic
sampling, and sensing techniques where active stimulus and/or signal reception are spatially
distributed (Hashimoto et al., 1993; Rus et al., 1995; Tang et al., 2006). Such approaches,
however, typically suffer from limited scalability and the need for global information. As an
alternative, decentralized approaches have been shown to hold great promise in addressing
scalability and limited information exchange (Siljak, 1991; Ikeda, 1989; Yang et al., 2005);
such approaches often employ control strategies that are behavioral (Balch & Hybinette,
2000; Flinn, 2005; Khatib, 1985), biologically-inspired (Murray, 2007), optimization-based
(Dunbar & Murray, 2006), or potential field-based (Leonard & Fiorelli, 2001; Ogren et al.,
2004; Justh & Krishnaprasad, 2004; Stipanovic et al., 2004). In this chapter, we present our
work relating to the cluster space control technique for multi-robot systems, specifically its
implementation using a nonlinear, model-based controller in both kinematic and dynamic
forms. The cluster space state representation provides a simple means of specifying and
monitoring the geometry and motion characteristics of a cluster of mobile robots without
sacrificing flexibility in specifying formation constraints or limiting the ability to fully
articulate the formation (Kitts & Mas, 2009). The cluster space control strategy conceptualizes
the n-robot system as a single entity, a cluster, and desired motions are specified as a
function of cluster attributes, such as position, orientation, and geometry. These attributes
guide the selection of a set of independent system state variables suitable for specification,
control, and monitoring. These state variables form the system’s cluster space. Cluster space
state variables are related to robot-specific state variables through a formal set of kinematic
transforms. These transforms allow cluster commands to be converted to robot-specific
commands, and for sensed robot-specific state data to be converted to cluster space state
data. With the formal kinematics defined, the controller is composed such that desired
motions are specified and control compensations are computed in the cluster space. For a
kinematic controller, suitable for robots with negligible dynamics such as many low-speed
wheeled robots, compensation commands are transformed to robot space through the inverse
Jacobian relationship. For a dynamic controller, appropriate for clusters of marine and aerial
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robots, compensation commands are transformed to robot space through a Jacobian transpose
relationship. In either case, the resulting robot-level commands are transformed to actuator
commands through a vehicle-level inverse Jacobian. If robot space variables are sensed, they
are transformed to the cluster space through the use of forward kinematic relationships in
order to support control computations. Desired cluster space motions may be provided
as regulation inputs, by a trajectory generator, by a realtime pilot, or by a higher-level
application-specific controller. The Jacobian and inverse Jacobian matrices are functions of
the cluster’s pose and therefore must be updated at an appropriate rate. We have successfully
used this control approach to demonstrate cluster-space-based versions of regulated motion
(Ishizu, 2005), automated trajectory control (Connolley, 2006; To, 2006), human-in-the-loop
piloting (Kalkbrenner, 2006; Tully, 2006), and both centralized and decentralized formation
control (Mas & Kitts, 2010a). This work has included experiments with 2-, 3- and 4-robot
planar land rover clusters (Mas et al., 2008; Mas, Acain, Petrovic & Kitts, 2009; Girod, 2008),
with 2- and 3- surface vessel systems (Mahacek et al., 2009) and aerial blimps (Agnew, 2009),
for robots that are both holonomic and non-holonomic, for robots negotiating obstacle fields
(Kitts et al., 2009), and for target applications such as escorting and patrolling (Mahacek et al.,
2009; Mas, Li, Acain & Kitts, 2009). In the following sections, we review the cluster space
control strategy to include its formulation, the development of the appropriate kinematic
relationships, and the composition of its control architecture. We also present the development
of a kinematic and a dynamic nonlinear, model-based partitioned controller. For each case, we
present experimental results that verify these techniques and demonstrate the capabilities of
the cluster space control approach.

2. Cluster space framework

The cluster space approach to controlling formations of multiple robots was first introduced in
(Kitts & Mas, 2009). The first step in the development of the cluster space control architecture
is the selection of an appropriate set of cluster space state variables. To do this, we introduce a
cluster reference frame and select a set of state variables that capture key pose and geometry
elements of the cluster. Consider the general case of a system of n mobile robots where
each robot has m DOF, with m ≤ 6, and an attached body frame, as depicted in Fig. 1.
Typical robot-oriented representations of pose use mn variables to represent the position and
orientation of each of the robot body frames, {1},{2}, · · · ,{n}, with respect to a global frame
{G}. In contrast, consideration of the cluster space representation starts with the definition
of a cluster frame {C}, and its pose. The pose of each robot is then expressed relative to the
cluster frame. We note that the positioning of the {C} frame with respect to the n robots
is often critical in achieving a cluster space framework that benefits the operator/pilot. In
practice, {C} is often positioned and oriented in a manner with geometric significance, such
as at the cluster’s centroid and oriented toward the ‘lead’ vehicle or alternatively, coincident
with a lead vehicle’s body frame. An additional set of variables defining the shape of the
formation complete the representation.

2.1 Selection of cluster space variables
We select as our state variables a set of position variables (and their derivatives) that capture
the cluster’s pose and geometry. For the general case of m-DOF robots, where the pose
variables of {C} with respect to {G} are (xc,yc,zc,αc,βc,γc) and where the pose variables
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Fig. 1. Cluster and Robot Frame Descriptions with Respect to a Global Frame

for robot i with respect to {C} are (xi,yi,zi,αi,βi ,γi) for i = 1,2, · · · ,n:

c1 = f1(xc,yc,zc,αc,βc,γc,x1,y1,z1,α1,β1,γ1, · · · ,xn,yn,zn,αn,βn ,γn)

c2 = f2(xc,yc,zc,αc,βc,γc,x1,y1,z1,α1,β1,γ1, · · · ,xn,yn,zn,αn,βn ,γn)

...

cmn = fmn(xc,yc,zc,αc,βc,γc,x1,y1,z1,α1,β1,γ1, · · · ,xn,yn ,zn,αn,βn,γn). (1)

The appropriate selection of cluster state variables may be a function of the application, the
system’s design, and subjective criteria such as operator preference. In practice, however,
we have found great value in selecting state variables based on the metaphor of a virtual
kinematic mechanism that can move through space while being arbitrarily scaled and
articulated. This leads to the use of several general categories of cluster pose variables (and
their derivatives) that specify cluster position, cluster orientation, relative robot-to-cluster
orientation, and cluster shape. A general methodology for selecting the number of variables
corresponding to each category given the number of robots and their DOF is described in
(Kitts & Mas, 2009). Furthermore, an appropriate selection of cluster variables allows for
centralized or distributed control architectures (Mas & Kitts, 2010a). As an example of cluster
variables selection, consider a group of two robots that may be driven in a plane. The cluster
space view of this simple multirobot system could be represented as a line segment at a
certain location, oriented in a specific direction, and with a particular size. A pilot could
”drive” the cluster along an arbitrary path while varying the orientation and size of the line
segment. Similarly, a three-robot planar system could be represented as a triangle at a certain
location, oriented in a certain direction, and with a specific shape. The pilot could ”drive” this
cluster along an arbitrary path while varying the shape and size of the triangle. The triangle
could be ”flattened” into a straight line while driving through a narrow passage. Overall,
the cluster space approach allows the pilot to specify and monitor motions from the cluster
space perspective, with automated kinematic transformations converting this point of view.
This method can be thought as analogous to the cartesian or operational space control used
for serial manipulator chains, where motions can be specified and monitor with respect to the
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end effector position, and kinematic transforms relate variables in operational space and joint
space.

(a) Manipulator (b) Multirobot cluster

Fig. 2. Analogy between definition of variables for a serial chain manipulator and a mobile
multirobot system. For manipulator chains, joint space variables are related to operational
space variables through formal kinematics. In the cluster framework robot space
variables–robot positions–are related to cluster space variables–cluster position, orientation
and shape.

2.2 Cluster kinematic relationships
We wish to specify multi-robot system motion and compute required control actions in the
cluster space using cluster state variables selected as described in the previous section. Given
that these control actions will be implemented by each individual robot (and ultimately by the
actuators within each robot), we develop formal kinematic relationships relating the cluster
space variables and robot space variables. We can definemn× 1 robot and cluster pose vectors,
r and c, respectively. These state vectors are related through a set of forward and inverse
position kinematic relationships:

c = KIN(r) =

⎛
⎜⎜⎜⎝

g1(r1,r2, · · · ,rmn)
g2(r1,r2, · · · ,rmn)

...
gmn(r1,r2, · · · ,rmn)

⎞
⎟⎟⎟⎠ (2)
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r = INVKIN(c) =

⎛
⎜⎜⎜⎝

h1(c1, c2, · · · , cmn)
h2(c1, c2, · · · , cmn)

...
hmn(c1, c2, · · · , cmn)

⎞
⎟⎟⎟⎠ . (3)

We may also consider the formal relationship between the robot and cluster space velocities,
ṙ and ċ. From (2), we may compute the differentials of the cluster space state variables, ci, and
develop a Jacobian matrix, J(r), that maps robot velocities to cluster velocities in the form of
a time-varying linear function:

ċ = J(r) ṙ (4)

where

J(r) =

⎛
⎜⎜⎜⎜⎝

∂c1
∂r1

∂c1
∂r2

· · · ∂c1
∂rmn

∂c2
∂r1

∂c2
∂r2

· · · ∂c2
∂rmn

...
...

. . .
...

∂cmn
∂r1

∂cmn
∂r2

· · · ∂cmn
∂rmn

⎞
⎟⎟⎟⎟⎠ . (5)

In a similar manner, we may develop the inverse Jacobian, J−1(c), which maps cluster
velocities to robot velocities. Computing the robot space state variable differentials from (3)
yields:

ṙ = J−1(c) ċ (6)

where

J−1(c) =

⎛
⎜⎜⎜⎜⎝

∂r1
∂c1

∂r1
∂c2

· · · ∂r1
∂cmn

∂r2
∂c1

∂r2
∂c2

· · · ∂r2
∂cmn

...
...

. . .
...

∂rmn
∂c1

∂rmn
∂c2

· · · ∂rmn
∂cmn

⎞
⎟⎟⎟⎟⎠ . (7)

3. Cluster space kinematic control

Our initial work in nonlinear cluster space control used a kinematic controller in the
cluster space. This controller specifies desired cluster space velocities for the multi-robot
formation as a function of the errors in the cluster’s position, orientation and shape.
These velocities are transformed to robot-specific velocities, which serve as instantaneous
command set-points for dynamic speed controllers that execute on each individual robot.
This architecture is particularly appropriate for the formation control of robots that have such
speed control functionality, which is the case for many commercially available wheeled robots
(Schwager et al., 2009). The initial implementation of our nonlinear kinematic controller was
developed in (Lee, 2007). Because each robot has an on-board velocity control system, a
model of the closed loop dynamics is used rather than a model specific to the robot’s physical
parameters. This model is combined with the relevant kinematic and frame transforms in
order to establish a relationship between the commanded cluster space velocity and the actual
cluster space pose:

c =
∫

ċ dt=
∫

J(r)ṙ dt =
∫

J(r) DYN ṙcmd dt =
∫

J(r) DYN J−1(c) ċcmd dt, (8)

where DYN is the model of the closed loop dynamics. Given this mapping, a partitioned
controller may be developed by inverting this relationship and substituting commanded

57Model-Based Nonlinear Cluster Space Control of Mobile Robot Formations



6 Multi-Robot Systems, Trends and Development

cluster velocities with a proportional error-driven control term. With this accomplished, the
control equation may be expressed in the form:

ċcmd = γ
(
M(c)K(cdes − c) + β(c)c

)
. (9)

Our work in using this technique has been accomplished using both a dynamic model for
each individual robot’s translation and rotation as well as for dynamic models of each robot’s
individual actuators.

3.1 Model-based kinematic cluster control architecture
Kinematic control of the formation is performed by having the controller compute a cluster
space velocity command, which is then transformed to a robot space velocity vector using
(6). This computation exploits a partitioning strategy, which decomposes the control into
a model-based portion and an idealized servo portion. The model-based term exploits
knowledge of the formation’s dynamics to cancel out nonlinearities and decouple the cluster
parameters. Figure 3 shows the kinematic control architecture of the non-linear partitioned
controller. The cluster’s inverse Jacobian transform converts the controller’s cluster space
velocity output to the individual velocity commands for each robot in the formation.

Fig. 3. Model-based kinematic cluster space control architecture for a mobile n-robot system.
Desired control velocities are computed in cluster space and a partitioned control
architecture decouples the system. The inverse Jacobian matrix converts the resulting cluster
space velocities to robot space velocities that are then applied to the system. Robot sensor
information is converted to cluster space through the Jacobian and kinematic relationships.

3.2 Experiments with a formation of two land rovers
Extensive verification of the nonlinear cluster space controller has been performed through
both simulation and hardware experimentation. Here, we summarize a few of the
experimental results conducted on a two-robot formation of custom-built omni-wheeled
robots. As a two-robot system, the robot space pose is defined as:

r = (x1,y1,θ1,x2,y2,θ2)
T , (10)
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where (xi,yi,θi)T defines the position and orientation of robot i. For this formation’s cluster
space formulation, the cluster frame {C} was located at the midpoint of the cluster, as shown
in Figure 4. The resulting cluster space pose is represented as:

c = (xc,yc,θc,φ1,φ2,d)
T , (11)

where (xc,yc,θc)T is the position and orientation of the cluster, φi is the yaw orientation
of robot i relative to the cluster, and d is the single required shape variable defined as
half the separation between robots. The cluster space and robot space state variables may
be related through a set of forward and inverse kinematic transforms. The derivative of
these expressions leads to the forward and inverse velocity kinematic transforms, which
are characterized by a Jacobian matrix. The derivation of these transforms are provided in
(Lee, 2007). Experimental evaluation of this formulation was conducted with two holonomic,

Fig. 4. Reference frame definition placing the cluster center at the center of the two robots

omni-wheeled robots operating in a plane. These student-developed robots consisted of
a chassis with three omni-wheels, power components, a sonar suite, a 900 MHz serial
radio-modem, and an Atmel AGMEGA128-based microcontroller for on-board control. The
robots are capable of closed loop velocity control through the use of wheel encoders and
industrial PID controller, with the vehicle-to-wheel inverse kinematic computation performed
by the robot’s microcontroller. The robots communicate with an off-board control computer
for human interfacing and cluster space control computation, and an overhead camera system
tracks robot position and orientation. Figure 5 shows the omni-wheeled robots used for
experimentation.
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Fig. 5. Omni-wheeled robots utilized for experimentation

3.3 Results
As the simplest of the two experimental systems discussed in this article, one test result from
(Lee, 2007) is shown here to demonstrate the behavior of the controller. In this test, the
two-robot cluster was given concurrent pose step inputs that required a both translation (a
relocation of the cluster centroid) and a rotation through a 90 degree angle, while maintaining
cluster size. For this experiment, cluster space sensing and control executed at a rate of
approximately 2 Hz, and the accuracy of the overhead vision systemwas approximately +/- 5
cm over the 15 ft x 15 ft workspace. Results of the maneuver are shown in Figure 6. As can be
seen, the cluster space variables of interest are each controlled (within the stated accuracy of
the position tracking system) as if they were uncoupled, critically damped (with some initial
saturation), 2nd order systems, which is the objective of our controller.

4. Cluster space dynamic control

For some robotic platforms, the kinematic model approximation described in the previous
section may not hold true and a dynamic approach to modeling and control may be
required. Examples of such robots are land rovers with non-negligible dynamics, aerial
robots or marine robotic vehicles. For the development of a cluster space dynamic model,
it is assumed that the robots composing the system are holonomic and that the formation
stays away from singularities. Cluster space singular configurations are described in
(Mas, Acain, Petrovic & Kitts, 2009). Next, we will show the relationship between cluster
space generalized forces, composed of forces and torques in cluster space, and robot space
generalized forces, composed of robot space forces and torques. This derivation is based
on the work developed for operational space control of serial chain manipulators presented
in (Khatib, 1987) and (Khatib, 1980) and the details are shown in (Mas & Kitts, 2010b). The
dynamics of the system in cluster space can be represented by the Lagrangian L(c, ċ):

L(c, ċ) = T(c, ċ)−U(c). (12)
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(a) Overhead View (b) Time History

Fig. 6. Kinematic cluster control experiment results with a formation of two holonomic
robots. Position and orientation trajectories.

The kinetic energy of the system can be represented as a quadratic form of the cluster space
velocities

T(c, ċ) =
1
2
ċTΛ(c) ċ, (13)

where Λ(c) is the mn × mn symmetric matrix of the quadratic form, i.e., the kinetic energy
matrix, and U(c) =U(KIN(r)) represents the potential energy due to gravity. For rovers on a
plane, the gravity force is canceled out by the force normal to the surface and the gravitational
potential energy term can be neglected. For other systems, including aerial unmanned
vehicles (AUVs), underwater autonomous vehicles (UAVs) or planar rovers operating on an
inclined plane, the gravity term must be included. Let p(c) be the vector of gravity forces in
cluster space

p(c) =∇U(c). (14)

Using Lagrangian mechanics, the equations of motion in cluster space are given by

d
dt

(
∂L

∂ċ

)
−

∂L

∂c
= F. (15)

The equations of motion in cluster space can then be derived from (15) and written in the form

Λ(c) c̈+ μ(c, ċ) + p(c) = F (16)

where μ(c, ċ) is the vector of cluster space centrifugal and Coriolis forces and F is the
generalized force vector in cluster space. The equations of motion (16) describe the
relationships between positions, velocities, and accelerations of the formation location,
orientation, and shape variables and the forces defined in cluster space acting on the
formation. The dynamic parameters in these equations are related to the parameters of the
robot dynamic models. The dynamics in robot space can by described by

A(r) r̈+ b(r, ṙ) + g(r) = Γ (17)
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where b(r, ṙ), g(r) and Γ represent, respectively, velocity dependent forces, gravity and
generalized forces in robot space. A(r) is the mn×mn robot space kinetic energy matrix. The
relationship between the kinetic energy matrices A(r) and Λ(c) corresponding, respectively,
to the robot space and cluster space dynamic models can be established (Khatib, 1980;
Mas & Kitts, 2010b) by exploiting the identity between the expressions of the quadratic forms
of the system kinetic energy with respect to the generalized robot and cluster space velocities,

Λ(c) = J−T(r) A(r) J−1(r). (18)

The relationship between b(r, ṙ) and μ(c, ċ) can be established by the expansion of the
expression of μ(c, ċ) that results from (15),

μ(c, ċ) = J−T(r)b(r, ṙ)− Λ(r) J̇(r, ṙ) ṙ. (19)

The relationship between the expressions of gravity forces can be obtained using the identity
between the functions expressing the gravity potential energy in the two spaces and the
relationships between the partial derivatives with respect to the variables in these spaces.
Using the definition of the Jacobian matrix (6) yields

p(c) = J−T(r) g(r). (20)

Finally, we can establish the relationship between generalized forces in cluster space and robot
space, F and Γ. Using (18), (19), and (20), the cluster space equations of motion (16) can be
rewritten as

J−T(r)
[
A(r) r̈+ b(r, ṙ) + g(r)

]
= F. (21)

Substituting (17) yields
Γ = JT(r)F (22)

which represents the fundamental relationship between cluster space forces and robots space
forces. This relationship is the basis for the dynamic control of the robot formation from the
cluster space perspective.

4.1 Model-based dynamic cluster control architecture
The dynamic control of the formation is performed by generating a cluster space generalized
force vector F that is then transformed to a robot space force vector Γ using (22). In order to
obtain such a control vector, we use a nonlinear dynamic decoupling approach (Craig, 2005).
In this approach, we partition the controller into a model-based portion and a servo portion.
The model-based portion uses the dynamic model of the cluster to cancel out nonlinearities
and decouple the cluster parameters. The resulting control law then has the form

F = Λ(c)Fm + μ(c, ċ) + p(c). (23)

where Λ(c), μ(c, ċ) and p(c) are the cluster space dynamic model parameters. Fm is the
command force vector acting on an equivalent cluster space unit mass decoupled system,
which we define as

Fm = c̈des + Kp ec + Kv ėc, (24)

where ec = cdes − c and ėc = ċdes − ċ are, respectively, the cluster space position and velocity
errors, and Kp and Kv are positive definite matrices. Figure 7 shows the dynamic control
architecture of the non-linear partitioned controller.
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Fig. 7. Model-based dynamic cluster space control architecture for a mobile n-robot system.

4.2 Experiments with a formation of three surface vessel marine robots
To illustrate the functionality of the proposed formation control approach applied to systems
with non-negligible dynamics, we conducted experimental tests with a group of three
autonomous surface vessels (ASV). In order to apply the method to a planar three-robot
system, the cluster space variables must be defined and the kinematic transforms must be
generated. Figure 8 depicts the relevant reference frames for the planar three-robot problem.
We have chosen to locate the cluster frame {C} at the cluster’s centroid, oriented with Yc
pointing toward robot 1. Based on this, the nine robot space state variables (three robots with
three DOF per robot) are mapped into nine cluster space variables for a nine DOF cluster.
Given the parameters defined by Figure 8, the robot space pose vector is defined as:

−→r = (x1,y1,θ1,x2,y2,θ2,x3,y3,θ3)
T , (25)

where (xi,yi,θi)T defines the position and orientation of robot i. The cluster space pose vector
definition is given by:

−→c = (xc,yc,θc,φ1,φ2,φ3, p,q,β)
T , (26)

where (xc,yc,θc)T is the cluster position and orientation, φi is the yaw orientation of robot i
relative to the cluster, p and q are the distances from robot 1 to robots 2 and 3, respectively, and
β is the skew angle with vertex on robot 1. Given this selection of cluster space state variables,
we can express the forward and inverse position kinematics of the three-robot system.
These complete expressions can be found in (Mas, Li, Acain & Kitts, 2009). By differentiating
the forward and inverse position kinematic equations, the forward and inverse velocity
kinematics can easily be derived, obtaining the Jacobian and inverse Jacobian matrices.
It should be noted that this particular selection of cluster space variables is not unique,
and different sets of variables may be chosen following the same framework when more
convenient for a given task. To validate the approach with experimental results, a testbed
of three autonomous surface vessel (ASV) marine robots is used. Each robot is an off-the-shelf
kayak retrofitted with two thrusters producing a differential drive behavior and an electronics
box that includes motor controllers, GPS, a compass, and a wireless communication system.
A remote central computer receives sensor information from the ASVs, executes the cluster
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Fig. 8. Reference frame definition placing the cluster center at the triangle centroid

controller algorithms, and sends the appropriate compensation signals. A detailed description
of this testbed can be found in (Mahacek et al., 2009). Figure 9 shows the ASVs used
for the experiments. To accommodate for the non-holonomic constraints, a robot-level
heading control inner-loop is implemented on each robot to achieve required bearings. The
model-based partitioned controller makes use of a dynamic model of the cluster to compute
the appropriate compensation. The cluster dynamic equation is obtained through the model
parameters of the ASVs. Using (17), the parameters for the ith ASV are (Mahacek, 2009):

Ai(r) =

⎛
⎝ 150kg 0 0

0 150kg 0
0 0 41kgm2

⎞
⎠ , (27)

bi(r, ṙ) =

⎛
⎜⎝

100 kg
s ṙx

400 kg
s ṙy

25 kgm2

s rad θ̇

⎞
⎟⎠ , (28)

gi(r) = 0. (29)

Using (18), (19), and the Jacobian matrices given by the cluster definition, the cluster dynamic
parameters can be computed in execution time to produce dynamic compensation in the
controller.

4.3 Results
Two experimental tests implementing the cluster dynamic controller are shown in this article.
On the first one, the formation of ASVs follows a rectangular position trajectory, composed
with a cluster rotation on the second half of it. The cluster shape parameters are held constant
throughout the test. An overhead view of the resulting motions, and desired and measured
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Fig. 9. Autonomous surface vehicles with propulsion systems and custom sensor and
communication suites.

values for the cluster parameters over time are shown in Figure 10. In the second test, the
position and orientation of the cluster are held constant and the shape parameters follow
specified trajectories. An overhead view, and desired and measured values for the cluster
parameters over time are shown in Figure 11. In both runs, the cluster parameters follow
their desired values over time. Table 1 shows the mean squared errors for the cluster space
parameters in both tests. Position sensing errors due to GPS receivers as well as errors in
the estimation of the ASVs dynamic model parameters result in tracking errors during the
experiments. In the second test, additional environmental disturbances introduced by wind
and currents decreased the system performance. Overall, the experiments illustrate the basic
functionality of the non-linear partition controlled model-based approach to cluster control of
formations of mobile robots with non-negligible dynamics.

MSE
Cluster Parameter Test 1 - Position Traj. Test 2 - Shape Traj.
xc (m2) 1.26065 9.65675
yc (m2) 1.36074 4.58394
θc (rad2) 0.00446 0.00003
p (m2) 0.53422 4.01754
q (m2) 0.17589 20.37102
β (rad2) 0.07355 0.00016

Table 1. Experimental Results. Mean Square Errors for Test 1–Position Trajectories–and Test
2–Shape Trajectories–.

5. Conclusions

The cluster space control approach for planar robots was briefly reviewed and two alternative
model-based non-linear control architectures were presented. A kinematic approach to
controlling formations of robots that have on-board closed-loop velocity control capabilities
was presented. This controller exploits a partitioning strategy, which decomposes the control
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(a) Overhead View (b) Time History

Fig. 10. Dynamic cluster control experiment 1 results. Position and orientation trajectories.

into a model-based portion and an idealized servo portion. The model-based term exploits
knowledge of the formation’s dynamics to cancel out nonlinearities and decouple the cluster
parameters. Experimental results using two omni-wheeled robots illustrate the effectiveness
of the architecture. A dynamic approach to be used when the dynamics of the robots are
not negligible was proposed and the equations of motion for the cluster space variables were
derived. The parameters of the cluster space dynamics were then defined as a function of the
dynamic parameters of the robots in the formation. It was shown that generalized forces in
cluster space can be related to forces in robot space through the Jacobian transpose matrix.
A non-linear cluster level dynamic partitioned controller was proposed. The model-based
portion of such a controller cancels out the cluster space non-linear dynamics and allows for
the cluster variables to be decoupled. The servo portion of the controller then effectively
sees a set of decoupled unit mass plants. The proposed model-based dynamic controller was
then applied to an experimental testbed composed of three ASVs. Results were presented
in order to demonstrate the functionality of the system. The experiments showed the ability
of the formation to navigate following position, orientation, and shape trajectories. Ongoing
work includes the integration of obstacle avoidance methods and addressing in detail the

66 Multi-Robot Systems, Trends and Development



Model-Based Nonlinear Cluster Space Control of Mobile Robot Formations 15

(a) Overhead View (b) Time History

Fig. 11. Dynamic cluster control experiment 2 results. Formation shape trajectories.

impact of errors in the estimations of the dynamic parameters of the robots. The study of
alternative cluster definitions is being conducted under the assumption that they may be more
convenient for specifying and monitoring requirements for different missions, they can be
used to avoid singularities, and can be selected to reduce computational requirements. Future
applications using the cluster space approach include marine environment survey via vehicle
differentialmeasurements and dynamic beamforming using cluster controlled smart antennae
arrays (Okamoto et al., 2010).
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1. Introduction

The past three decadeswitness a long-term intensive interest in researching a variety of control
methods on wheeled mobile robots (WMRs), although the general nonholonomic systems
have been investigated for more than one and half a century (Kolmanovsky & McClamroch,
1995). It is well-known that usually WMRs are characterized by non-integrable kinematic
constraints, namely the nonholonomic constraints. The consequence is that those constraints
rule out the possibility of direct application of standard control theories, such as linear
control system theory in this field. Furthermore, as pointed out in a landmark paper
(Brockett, 1983), nonholonomic systems can not be stabilized by continuously differentiable,
time invariant, state feedback control laws. To cope with the challenges arising in
nonhonomic system control, a great number of approaches have been proposed and some
selections of the vast amount of published literature are reflected in the survey paper
(Kolmanovsky & McClamroch, 1995) and the book (Dixon et al., 2001) and in chapters (7 - 9) of
the book (Wit & Siciliano, 1996). Several controls from experiment perspectives are examined
and implemented in the work (Luca et al., 2001). Central to the WMR motion control
are the tracking control problems. Normally there are two categories of tracking control:
posture tracking and point tracking. The former aims to achieving stably tracking a moving
reference posture (i.e., position and orientation) while the latter only concerns about position
tracking. Nonlinear feedback control strategies (Wit & Sordalen, 1992),(Godhavn & Egeland,
1997),(Kanayama et al., 1990),(Closkey & Murray, 1997),(Teel et al., 1995) are often favored in
dealing with tracking control problem to compensate disturbances and uncertainties although
open-loop control laws are also workable (Murray & Sastry, 1990),(Lafferiere & Sussmann,
1991),(Brraquand & Latombe, 1989),(Brockett, 1981). In recent years, more and more attention
have been drawn to the robustness of the controller in presence of uncertainties. In
(Aguiar et al., 2000), the authors address the regulation control of WMR with parametric
modelling uncertainty using Lyapunov functions. A robust new Kalman-based active
observer controller for path following was proposed (Coelho & Nunes, 2005) in circumstances
of uncertainties and disturbances. And the paper (Dixon et al., 1999) presents a controller
robust to parametric uncertainty and additive bounded disturbance in the dynamic model
through the use of a dynamic oscillator.
An autonomous multi-robot system comprises a group of (often homogeneous) robots, each
has a certain degree of mobility and autonomy. Research interests in unmanned autonomous
robots have been growing significantly in recent years, due to the potential that this type of

5



2 Multi-Robot Systems, Trends and Development

robotic systems will be able to perform a variety of tasks in environments inaccessible or too
dangerous to humans. One basic problem concerning multi-root systems is formation control,
whereby a group of robots maintain a certain (usually 2D) geometry while in concerted
motion. When encountering obstacles (either static or dynamic), the groupmust maneuver to
avoid them while maintaining the overall formation geometry whenever possible.
In this chapter, we studied the robustness of a nonlinear feedback control law based on a
kinematic model. A generic kind of feedback control laws which cover some commonly used
methods and the associated stability are quickly reviewed in a new perspective by invoking
Lyapunov stability theorems. A simple fact is then unveiled that the stability proof actually
depends on perfect mathematical manipulation which requires some terms of the differential
equations to be cancelled. However, in real world, the perfect will be ruined under some
circumstances and the robustness issue has to be investigated. Invariance principles, rather
than Lyapunov stability theorems, are the major tools in dealing with the imperfect cases
in which no term cancellation can be reached. The stability issue and the robustness of
this control law as well is analyzed and the results lead to stable zones for each given set
of controller gains. It is found that under certain circumstances the closed-looped system
may fail in reaching the desired control objectives and performance. Such insights into the
stability zone for a given set of controller gains make it possible to improve the controller by
choosing proper controller gains. This new robust control can overcome the drawbacks of
the previous commonly used counterpart. Guidelines on designing improved control law are
also provided to facilitate real implementation. The merits and benefits of this new control are
also highlighted through comparisons with its prototype. The analysis shows that except the
more robustness, the new control law is entitled to faster response if the controller gains are
properly chosen. Matlab simulation results which show the benefit are presented.
Implementation of the proposed new control law on real robots is another major work of
this chapter. An implementation on multiple robot formation control is reported including
overview of the whole system structure, description of the robots used in the experiments, the
vision system which is used for acquisition of the real-time position information of a group of
robots moving on a test bed, and the background noise analysis of the vision system and so
on. In the experiments, a group of mobile robots are requested to follow their corresponding
visual leaders to form certain geometric patterns. A triangle formation with three robots
and a square formation with four robots are demonstrated. The velocities/headings of
robots during the formation control and other information are summarized in figures. The
downside of robot locomotion mechanism, which is based on step motor and its effects on
real implementation, such as misstep and dead zone are discussed. Suggestions and further
improvements are discussed at the end of this chapter.
This chapter is organized as follows: in Section 2, the stability problem is reviewed in a
new perspective. Section 3 deals with formulation the problem of robustness. In Section 4
robustness analysis and its benefits are addressedwhile the effectiveness of the new proposed
robust control law is verified via simulation in Section 5. Implementation and experiments
with multiple robots on the application of formation control are addressed in Section 6,
followed by conclusions summarized in Section 7.

2. Problem statement

We consider the point tracking problem for a wheeled mobile robot which is depicted in
Figure 1. In this scenario, a wheeled mobile robot is supposed to track a series of goal
points denoted by the symbol qg on a segment, which is a smooth curve in the world frame.
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Fig. 1. Illustration of a wheeled mobile robot and its goal point qg, which may be moving on
a segment (smooth curve) in the world frame.

Referring to this figure, intuitively we refer to notations r and φ as “distance to target“ and
“misalignment angle” respectively.
As shown in Figure 2, in order to facilitate modelling kinematics of the wheeled mobile robot
in a polar coordinate, specially we assign the origin to be the goal point (on the segment)
for the robot to track. In this figure, a differential mobile robot, together with the associated
notations, is illustrated in a polar coordinate. The separation between point (x,y) and center
of each wheel is represented by Cd, which is a constant parameter for a given model of real
robot. The heading of the robot is θ while its translational velocity and angular velocity are
denoted by v and ω respectively. Notice that throughout this chapter, both φ and θ are defined
in the domain [−π,π].
Referring to Figure 2, motion of a differential mobile robot can be described by

⎡
⎣ θ̇

ẋ
ẏ

⎤
⎦ =

⎡
⎣ 0 1

cos(φ) 0
sin(φ) 0

⎤
⎦[

v
ω

]
. (1)

To link this model with the notations in polar coordinate, we can calculate r and φ as

r =
√

x2 + y2,

φ = π + θ − ϕ,

respectively.
A kinematic model of a differential robots in the polar coordinate can be derived as follows:

⎡
⎣ θ̇

ṙ
φ̇

⎤
⎦ =

⎡
⎣ 0 1

−cos(φ) 0
1
r sin(φ) 1

⎤
⎦[

v
ω

]
. (2)
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Fig. 2. Representation of a wheeled mobile robot in the polar coordinate frame with the
originO′ (i.e., point qg on Figure 1) being its goal point to track and the associated notations.

Detailed derivation procedures of Equation (2) can be found in the work (Lee et al., 1999) and
are omitted for the sake of brevity in this chapter. This model is similar to the ones used
in chapter 3 of (Siegwart & Nourbakhsh, 2004). From this model, specifically we have the
relationship between ṙ, φ̇ and v, ω as

[
ṙ
φ̇

]
=

[
−cos(φ) 0
1
r sin(φ) 1

][
v
ω

]
. (3)

Now we consider to derive a general form of control laws which can stabilize the robot in the
sense of Lyapunov stability theorems. It requires that both r and φ tend to zero as time t→ ∞.
One possible way is to choose control laws which lead to diagonalization of the matrix on the
right hand side of Equation (3). To this end, we let v and ω being

[
v
ω

]
=

[
g1(r,φ) 0

0 g2(r,φ)

][
r
φ

]
+

[
0

−g1(r,φ)sin(φ)

]
, (4)

where g1(r,φ) and g2(r,φ) are certain unexplicit functions to be determined.
Then by substituting the above equations into Equation (3), we can rewrite the Equation (3)
into[

ṙ
φ̇

]
=

[
−cos(φ) 0
1
r sin(φ) 1

][
g1(r,φ) 0

0 g2(r,φ)

][
r
φ

]
+

[
0

−g1(r,φ)sin(φ)

]
. (5)

A family of possible functions g1(r,φ) and g2(r,φ) can be chosen as follows:

g1(r,φ) = K1r
nφ2q(cos(φ))2p+1,

g2(r,φ) = −K2φ2s, (6)

where n = 0,1,2, · · · , p = 0,1,2, · · · , q = 0,1,2, · · · and s = 0,1,2, · · · .
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Accordingly Equation (4) can be rewritten into the following form:

v = K1r
n+1φ2q(cos(φ))2p+1,

ω = −K1r
nφ2q sin(φ)

(
cos(φ)

)2p+1
− K2φ2s+1. (7)

Proposition 1 The family of control laws given in Equation (7) asymptotically stabilizes a differential
robot on its goal point. �

Proof: The proof for this proposition is pretty straightforward by constructing a Lyapunov
function candidate as

V =
1
2
r2 +

1
2

φ2. (8)

Simplifying Equation (5), we reach at
[

ṙ
φ̇

]
=

[
−g1(r,φ)cos(φ)

1
r g1(r,φ) + g2(r,φ)

][
r
φ

]
+

[
0

−g1(r,φ)sin(φ)

]

=

[
−rg1(r,φ)cos(φ)

g1(r,φ)sin(φ) + φg2(r,φ)

]
+

[
0

−g1(r,φ)sin(φ)

]

=

[
−rg1(r,φ)cos(φ)

φg2(r,φ)

]
. (9)

Based on the results from Equation (9) and Equation (6), the first time derivative of V can be
calculated readily as

V̇ = rṙ+ φφ̇

= −r2g1(r,φ)cos(φ) + φ2g2(r,φ)

= −K1φ2qrn+2(cos(φ))2p+2
− K2φ2s+2 ≤ 0, (10)

thus completes the proof. �

It should be noted that the general control law represented in Equation (7) can theoretically
asymptotically stabilize the robot at its goal point. However the term φ2q will greatly slow
down the system response. Therefore for the sake of practical considerations, q = 0 is
preferred. Let us focus on the control with simple structure. Obviously if we let n = p =
q = s= 0, then the Equation (7) can be reduced into the simplest form as shown below:

v = K1rcos(φ),

ω = −K1 sin(φ)cos(φ)− K2φ. (11)

However, it is noted that control in Equation (11) is actually not the “simplest“. We can adopt
another family of possible functions g1(r,φ) and g2(r,φ) as: g1(r,φ) = K1rnφ2q, and g2(r,φ) =
−K2φ2s, where n = 0,1,2, · · · , p = 0,1,2, · · · and s = 0,1,2, · · · . Therefore a more simplified
control law can be found as follows:

v = K1r,

ω = −K1 sin(φ)− K2φ, (12)

by simply letting n= q= s= 0. The control law presented by Equation (12) is used in (Baillieul,
2005) with preliminary analysis results.
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3. Robustness problem

Beneath the control law stated in Equation (11) exists a fundamental challenge, although
the stability issue seems to be affirmatively guaranteed by Lyapunov stability theorem. We
already noticed that the technique of term cancellation

(
i.e., g1(r,φ)sin(φ)

)
is used when

simplifying Equation (9). One may be interested in the following question: what if the ideal
cancellation fails and the gain K1 in v and ω does not match with each other? To put it in
details, it is to consider an alternative to the control law in Equation (11) as follows:

v = K1rcos(φ),

ω = −K3 sin(φ)cos(φ)− K2φ, (13)

where K3 is another independent variable and it may not be equal to K1. In other words, it is
equivalent to ask: ”will the closed-loop system be stable if an alternative control represented
in Equation (13) rather than the one in Equation (11) is applied to the system¿‘.
In real world, there are numerous factors contributing to the such kind of ”gain mismatching”.
Take the digital control for example, truncation error of numerical calculation of triangle
functions of φ is unavoidable. More than that, in terms of real outputs of physical actuator,
this “mismatching gain“ phenomena may happen from time to time. To explain it, let vL,vR
denote the tangent velocities of each wheel about the centers of rotation.

v =
vL + vR

2
,

ω =
vR − vL
2Cd

, (14)

where Cd is the displacement from the point (x,y) to each wheel. We can establish the
relationship between the vector [v ω]T and [vL vR]T as follows:

[
v
ω

]
=

1
2

[
1 1
1
Cd

1
Cd

][
vL
vR

]
, (15)

[
vL
vR

]
=

[
1 Cd
1 −Cd

][
v
ω

]
. (16)

The ideal case of control law Equation (11) is based on the assumption that we can make the
equations

vL = K1rcos(φ)− Cd
(
K1 sin(φ)cos(φ) + K2φ

)
,

vR = K1rcos(φ) + Cd
(
K1 sin(φ)cos(φ) + K2φ

)
,

strictly hold for each moment during the operation. However, in the real world, this turns out
to be unrealistic. Apart from external disturbances, there are many factors that can ruin the
perfect diagnosing shown in aforementioned context. For instance, each motor have different
electro-mechanical characteristics. And each motor has its own nonlinearities (e.g. saturation)
and so on. So in dynamic scenarios, we only have the real velocities v

′

L and v
′

R instead of
the ideal counterparts vL and vR. It means that in the real world, we have the following
relationship,

v
′

= (v
′

L + v
′

R)/2,

ω
′

= (v
′

R − v
′

L)/(2Cd). (17)
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Both v
′
and ω

′
can be transformed into uncertainties in K1 and K2. To simplify the analysis,

we consider uncertainties of K1 caused by mismatching of ω with respect to v, which is the
case with control in Equation (13). Substituting Equation (13) into Equation (2) in Part I of this
chapter, we obtain

[
ṙ
φ̇

]
=

[
−cos(φ) 0
1
r sin(φ) 1

][
K1rcos(φ)

−K3 sin(φ)cos(φ)− K2φ

]

=

[
−K1(cos(φ))2r

−K2φ −
( K3−K1

2
)
sin(2φ)

]
. (18)

Through studying the stability of the closed-loop system described by Equation (18), we are
entitled to investigating the robustness of the alternative control law given in Equation (13).

4. Robustness analysis

4.1 Stable zone
We refer to themodel in Equation (18) as the real closed-loop systemmodel. Then our problem
is to analyze the stability and robustness of this real-world model. We can decompose this
model into two subsystems as follows.

ṙ = −K1
(
cos(φ)

)2r,
φ̇ = −K2φ −

(
K3 − K1

2

)
sin(2φ).

Obviously except the special case with cos(φ(t))≡ 0, r(t) is at least asymptotically convergent
to zero. As to φ(t), the situation is more complicated.
Let K4 = (K3 − K1)/2, then we have

φ̇ = −K2φ − K4 sin(2φ) (19)

As to the subsystem denoted by Equation (19), construct a Lyapunov candidate as V = 1
2φ2.

The derivative of V with respect to time is

V̇ = φφ̇ = −K2φ2 − K4φsin(2φ). (20)

As shown by the closed-loop system equation in Equation (18), this system is time invariant
indicating that LaSalle’s theorem is applicable. Therefore we are motivated to find out the
invariant set Σ, which leads to negative V̇ represented in Equation (20). The invariant set Σ

can be calculated according to the following equation:

Σ =
{
(K1,K2,K3)|V̇ < 0

}
.

To this end we let V̇ = 0, then we have to make either φ = 0 or φ = −K4/K2 sin(2φ).
To find out the solution of φ=−K4/K2 sin(2φ) for φ∈ [0,π], we performnumerical calculation
in Matlab environment. There are two scenarios: either K4/K2 ≥ 0 or K4/K2 < 0. The
illustration of different solutions when K4/K2 > 0 is shown in Figure 3 while the case with
K4/K2 < 0 is shown in Figure 4. The calculation shows that:

– if K4/K2 ≥ 0 when 0 ≤ K4/K2 < c1, equation φ = −K4/K2 sin(2φ) has only one solution,
i.e., φ = 0.
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Illustration of different solutions when K4/K2>0
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Fig. 3. Illustration of different solutions with K4/K2 > 0.

– if K/K2 < 0 when c2 < K4/K2 < 0, equation φ = −K4/K2 sin(2φ) has only one solution, i.e.,
φ = 0.

where c1 and c2 are constants. The numerical calculations offer approximation values of c1
and c2 as c1 ≈ 2.30 and c2 ≈ −0.50.
To sum up, the ratio K4/K2 should be within the range (c2, c1) to make subsystem Equation
(19) asymptotically stable. Or in other words, the relationship among K1,K2,K3 to make
subsystem Equation (19) stable is: K1 + 2c2K2 < K3 < 2c1K2 + K1 (K2 > 0) or 2c1K2 + K1 <

K3 < K1 + 2c2K2 (K2 < 0).
In practise, K2 is usually chosen to be positive. So we can further simplify the conclusions
above. In this case, the whole stable range of K3 is:

K1 + 2c2K2 < K3 < 2c1K2 + K1. (21)

The stable zone is shown in Figure 5. The stable zone is the whole wedge and is separated
by a plane with K3= K1. The upper part of this wedge has the property of K4> 0 while the
lower part with K4< 0. Compared with the nominal sets of parameters in the plane K3= K1,
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Illustration of different solutions when K4/K2<0

y=x
one solution
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three solutions

Fig. 4. Illustration of different solutions with K4/K2 < 0.
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Fig. 5. Illustration of stable zone with practical concerns in the case when K1 > 0 and K2 > 0.
Note that the whole zone is separated by a plane K3= K1, i.e., K4= 0.

the difference of those two parts of the zone is that the system response will be different as
revealed by Proposition 3.

4.2 A new robust control and its benefits
Proposition 2 If K4 ≥ 0, namely, K3 − K1 ≥ 0, r(t) is exponentially convergent to zero for arbitrary
initial φ0. �

The proof is pretty straightforward and hence it is omitted here for the sake of brevity.

Proposition 3 A Set of (K1,K2,K3) in the upper part of the wedge in Figure 5 expedites the response
of φ if φ0 ∈ (0,π/2). �

Proof: It is noted that equation
φ̇ = −K2φ − K4 sin(2φ)

has a unique solution on time interval [0, t1] for any t1 > 0 because

f (φ) = −K2φ − K4 sin(2φ),

is locally Lipschitz. Let p(t) = φ2(t), then

ṗ(t) = 2φφ̇

= −2K2φ2 − 2K4φsin(2φ)

≤ −2K2φ2

= −2K2p(t).

Let q(t) be the solution of the differential equation

q̇(t) = −2K2q(t),

where q(0) = φ(0) then we arrive at

q(t) = φ2(0)e−2K2t.
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According to comparison principle, the solution φ(t) is defined for all t≥ 0 and satisfies

|φ(t)|=
√

p(t) ≤ |φ(0)|e−K2t,∀t ≥ 0,

thus completes the proof. �

According to the proposition above, we can deliberately choose K3 ≥ K1 to make the system
more robust. Specifically we can design control laws according to guidelines as follows:

1. As revealed in Figure 5, K2 should not be too close to zero as the bigger K2, the wider zone
between upper bound and lower bound.

2. To maximize the stability zone for a given set of (K1,K2,K3), it is desirable to choose K3 =
K1 + (c1 + c2)K2. In other words, (K1,K2,K3) is within the plane in the middle of upper
bound and lower bound as illustrated in Figure 5.

3. To obtain comparatively large stability zone for a given set of (K1,K2,K3) while keep the
converging rate from being negatively affected, it is desirable to choose K3 = K1 + c1K2.

5. Simulation study

5.1 Mismatching K3 and K1
A simulation in Matlab is designed to show two cases of mismatching K3 and K1. In case one,
initial conditions are set to be φ0 = 1 rad and r0 = 1 and in case two φ0 = π rad and r0 = 1.
The nominal gains are chosen as K1 = 20 and K2= 1. Suppose there is −6% deviation of K3
with respect to K1, i.e., K3 = 18.8 in case one and a positive 24% deviation of K3,i.e., K3 = 24.8
in case two.
The simulation results of system response are depicted in Figure 6 with (a), (b) for case one
and (c), (d) for case two. From this figure, it is obvious that in those two cases φ(t) fails to
approach to zero due to −6% and 24% deviation of K3 respectively. In other words, this is
because both cases break the constraint described by Equation (21).
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Fig. 6. Illustration of mismatching K3 and K1. In (a) and (b) initial conditions are φ0 = 1 rad
and r0 = 1 and gain K1 = 20, K2= 1 and K3= 18.8 (i.e., −6% deviation). And in (c) and (d)
initial conditions are φ0 = π rad and r0 = 1 and gain K1 = 20, K2= 1 and K3= 24.8 (i.e., 24%
deviation).

80 Multi-Robot Systems, Trends and Development



A Robust Nonlinear Control for DifferentialyMobile
Robots and Implementation on Formation Control 11

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0

0.5

1

time(second)

r(
t)

K3=19.2
K3=20
K3=21.80
K3=22.30

0 2 4 6 8 10
0

0.5

1

time(second)

φ(
t)

K3=19.2
K3=20
K3=21.80
K3=22.30

Fig. 7. Illustration of the effects of mismatching K3 on system response. Initial conditions are
φ0 = 1 rad and r0 = 1 and gain K1 = 20, K2= 1 and K3= 19.2,20,21.80,22.30 respectively.

5.2 Effects of K3 on system response
In this simulation we investigate the effects of mismatching K3 on system response through
simulation. Initial conditions are set to be φ0 = 1 rad and r0 = 1 and gain K1 = 20 and K2= 1.
We vary the value of K3 with respect to K1. Refer to the stable zone illustrated in Figure 5, we
deliberately choose several sets of (K1,K2,K3) from upper part, separation plane (K1 = K3)
and lower part respectively. According to design guidelines, in this experiment, we choose
K3 = 22.30,21.8 fromupper part and K3= 20 for the nominal case and K3= 19.2 from the lower
part. The results are depicted in Figure 7. From this figure, it is noticed that compared with
K3 = 20, a set in upper part of the wedge in Figure 5 contributes to expediting the system’s
response while a set in lower part of the wedgewill negative affect the system’s response. The
most significant effects of mismatching K3 is on the converging rate of term φ(t). Since they
are all within the stable wedge, both r(t) and φ(t) approach to zero as time t→ 0.
To compare the energy needed for each controller, we define a function Jn which is describe
by

Jn =
∫ t

0

(
v2(τ) + ω2(τ)

)
dτ.

In this simulation, the integral of the norm squared of the actual velocity signals for each
controller is shown in Table 1. From the figures shown in this table, the control laws
recommended by design guidelines seem to be more efficient than the nominal case with
K3 =K1 and the one with negative deviation (K3= 19.2). And there is not significant difference
between the two recommended control laws, i.e.,K3 = 21.80 and K3 = 22.30 respectively.

K3 = 19.2 K3 = 20 K3 = 21.80 K3 = 22.30
331.8 129.8 69.78 63.87

Table 1. Comparison of the integral of the norm squared of the velocity input signals∫ 30
0

(
v2(t) + ω2(t)

)
dt.
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6. Implementation and experiment

6.1 Overview of implementation
One picture of the real implementation is presented by Figure 8. In this figure, a 4m by
2.8m wooden test bed offers the field for a group of mobile robots. The MRKIT mobile
robots presented in Figure 8 with on-board infrared sensors and compass, which are used
in the experiments consist of the main platform to verify algorithms. Each robot has two
independently controlled wheels driven by stepper motors. A GPS system is simulated by
a vision system comprising vision frame grabber, CCD color camera with lens, a working
station, and wireless communication modules. Two web-cam are mounted on the ceiling and
can be used for robot tracking or video recording and only one is showed in Figure 8. The
main parts of this implementation are connected as shown by Figure 10.

6.2 Parameters of MRKIT mobile robots
Each wheel of MRKIT robot is driven independently with step motor being controlled by
on-board micro-controller. The velocity of wheel is controlled via PWM waveform and is
determined by an internal time interval T in the micro-controller. The relationship between
the velocity V of a wheel and T can be represented as

V =
Dπ

NP
,

where D = 54 mm is the diameter of the wheel; N = 400 is the step of motor per revolution; P
is the time (second) per step and

P =
T · 10−6

2.5
.

Fig. 8. Picture of real robots, test bed(on the floor), CCD color camera with wide-angle lens
and one web-cam (mounted on the ceiling).
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Fig. 9. Picture of one MRKIT mobile robot with on-board color pads.

Finally we arrive at

V =
1060.288

T
m/s,

and T is a 16-bit integer which can be set in micro-controller. Due to the finite length of T and
physical limitations ofmotor,V has a minimumVmin = 0.0162 m/s and amaximumVmax = 0.3
m/s.

Fig. 10. Illustration of connection of the whole implementation.
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6.3 Vision system: resolution and noise analysis
A vision system, comprising of CCD camera, lens, frame grabber and application program
as shown in Figure 10, is developed for the tracking of mobile robots and detecting
position/orientation of them. Its resolution is largely determined by the resolution of the
CCD camera and the optical system. In the experiment, the CCD camera is mounted on a
bracket fixed on the ceiling. Due to the limitation of ceiling’s height, the viewable area on the
test bed is of 1800mm by 2480mm. The CCD camera has a resolution of 576 by 768 pixels. We
designate the x and y coordinate to the vision system and therefore we can calculate the real
resolution of the vision system. The calculation results show that on the x axis, the resolution
is 3.229mm per pix while on the y axis, 3.177mm per pix.
To identify the robot’s position and orientation, a color pad is attached on the top of a robot as
shown in Figure 9. Each color pad has two different color circles aligned in a line. Each color
circle has a diameter of 65mm. One circle is painted blue and another one is yellow. The center
of each circle can be calculated through the image processing hardware and software, namely
the frame grabber and the corresponding vision processing software running on working
station. We can use coordinates of the centers of the two color circles to calculate the position
of the robot’s center and its orientation as well. Let (xa,ya) and (xb,yb) denote the measured
coordinates of the center of yellow circle and blue circle respectively. Hence, the coordinate of
the robot’s center can be represented as ( xa+xb

2 , ya+yb
2 ). Meanwhile the orientation of the robot

can be calculated as
θ = cos−1(

xa − xb
ρ

), (22)

where

ρ =
√
(xa − xb)2 + (ya − yb)2.

The measurement of the position of each color circle is a resultant of its real position and the
error signal together with noise. The position error is incurred by the hardware of the system.
For instance the field is not even and can end up with position error. Another sample of the
source of the error signal can be the optical system. The distortion of the lens on the margin
of the viewable area is relatively salient and such distortion in fact affects the accuracy of
the measurement. Roughly the measurement of position can be expressed in the following
equation:

Xm = xr + xe + xn,

where xr is the real position; xe is the system error and xn the noise. It is of interest and
practically importance to know the noise level of the measured signal. For any static robot on
the test bed, its real position and system error are always constant and contribute no variation
to the mean value of Xm and to the variance either. From this observation, it helps to sample
the measurement for a certain period and then use the spectrum analysis tools to get the
information of the noise signal. One convenient way is to use the FFT technique. It is well
known that Microsoft Windows is not a real time operation system. For the purpose of FFT,
it is required to evenly sample the data. To solve this conflict, a high resolution timer without
accumulation error is in need. In this experiment, the multi-media timer is used. It is a high
resolution timer with high accuracy and resolution while demands of the system resource
are relatively low. We set the sampling rate to be 500 Hz. A period of 2 minutes is used to
sample the data and the error signal along x-axis is presented in Figure 11. Figures of error
signal along y-axis and the associated orientation error signal are shown in Figure 12 and 13
respectively. Then we apply the FFT technique to analyze its frequency components. It turns
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out that the noise signals on x, y and orientation all show on the feature of Gaussian noise.
The analysis results show that δx = 0.142 pix, δy = 0.154 pix δθ = 0.0122 radius. Obviously
compared with vision system’s resolution, the noise level of position signal is relatively low.
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Fig. 11. Position error signal along x-axis with sample rate f = 500Hz.
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Fig. 12. Position error signal along y-axis with sample rate f = 500Hz.
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Fig. 13. Angular error signal with sample rate f = 500Hz.
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6.4 Experiment-1: triangle formation of three robots
A scalable formation control scheme is introduced in (Ge & Fua, 2005). The idea is that,
instead of being attracted to a predetermined point, each robot is to be attracted to the
corresponding segment, and once there, move along the segment to distribute themselves
along the trench in order to form a formation by maintaining the desired position in relation
to other robots. To briefly review this idea, Figure 14 is presented to show the segments and
the robots which are supposed to fall into certain assigned segment. Usually a segment S is
a curve defined by some smooth (i.e., at least twice-differentiable) function in R3 that passes
through one or two formation vertices. And a robot will arrive at the nearest point on the
segment and then move along the curve of the segment.

Fig. 14. Illustration of segments and robots falling into assigned segments.

In this experiment, suppose that assignment mechanism of segment is known and initially all
robots are static. Three straight lines are assigned to three robots respectively. For the first
8 seconds, each robot will try to approach the nearest point on the segment and then three
virtual points moving along segments are assigned to each robot. Those three virtual points
form a triangle pattern and will stop at the vertices of segments. The velocity of virtual points
are set to be 20 pix per second. During the process of formation, velocities and headings of
each robot are depicted in Figure 15 - 18. Snapshots of video (taken by web-cam) are shown
in Figure 19-22. The controller parameters are set to be K1 = 0.1, K3 = 0.12 and K2 = 1.0. From
those figures that all the robots are attracted to the segment for the first 8 seconds and later on
form the triangular pattern while moving forward.
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Fig. 15. Velocity of robot 1 during 3-robot triangle formation control.
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Fig. 16. Velocity of robot 2 during 3-robot triangle formation control.
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Fig. 17. Velocity of robot 3 during 3-robot triangle formation control.
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Fig. 18. Headings of all robots during 3-robot triangle formation control.
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Fig. 19. Snapshot of initial conditions of 3-robot triangle formation control at t= 0.

Fig. 20. Snapshot of 3-robot triangle formation control at (t = 8s).

Fig. 21. Snapshot of 3-robot triangle formation control at (t = 16s).
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Fig. 22. Snapshot of 3-robot triangle formation control at (t = 24s).

6.5 Experiment-2: square formation of four robots
In this experiment, four robots which are initially randomly scattered are required to form a
square patter. Two straight lines are assigned. For the first 3 seconds, each robot will try to
approach the corresponding nearest point on the segment and then try to approach to four
virtual points moving along segments are assigned to each robot. Those three virtual points
form a triangle pattern and will stop at the vertices of segments. The velocity of virtual points
are set to be 20 pix per second. During the process of formation, velocities and headings of
each robot are depicted in Figure 23 - 27. Snapshots of video (taken by web-cam) are shown
in Figure 28-30. The controller parameters are set to be K1 = 0.1, K3 = 0.12 and K2 = 1.0. From
those figures that all the robots are attracted to the segment for the first 3 seconds and later on
form the square pattern while moving forward.
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Fig. 23. Velocity of robot 1 during 4-robot square formation control.
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Fig. 24. Velocity of robot 2 during 4-robot square formation control.
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Fig. 25. Velocity of robot 3 during 4-robot square formation control.
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Fig. 26. Velocity of robot 4 during 4-robot square formation control.
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Fig. 27. Headings of all robots during 4-robot square formation control.

Fig. 28. Snapshot of 4-robot square formation control at (t= 0s).
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Fig. 29. Snapshot of 4-robot square formation control at (t= 6s).

Fig. 30. Snapshot of 4-robot square formation control at (t= 12s).

6.6 Limitation of locomotion
Each wheel of MRKIT utilizes an independent step motor for locomotion. There are two
outstanding drawbacks which impede implementation. As indicated by Equation (11), the
desired velocity is proportional to the distance to goal point (i.e., r). If a robot is initially
placed far away from its goal point, the desired velocity will be relatively high. However,
step motor usually is weak on its maximum starting speed and starting torque. If the gain
(K1,K2,K3) is too high, a robot initially at standstill will immediately miss its step at the very
beginning of formation control. The other shortcoming arises from the minimum speed of
step motor. Due to the limitation of minimum speed, a wheeled mobile robot in fact can not
reach a fixed goal point. Instead it will stop moving once it enters certain range with respect to
its goal point. It results in a dead zone to which the robot is prohibited. To reduce dead zone,
higher gain is demanded and thus increases the risk of missing steps. Trade-off has to be done
for real implementation. To overcome such downside of locomotion, other motors with high
starting torque such as permanent magnet brushless DC motor cater for real implementation.
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7. Conclusion

In this chapter we first consider the stability issue of a generic form of nonlinear feedback
control based on kinematic model in polar coordinate in a novel perspective. Some commonly
used controls can be derived from this general form of a family of stable control laws. In
addition to the commonly used stability analysis based on Lyapunov stability theorems,
in this chapter we employe LaSalle’s invariance theorem to investigate the robustness of a
point tracking controller. Then the robustness problem of the control law (Lee et al., 1999) is
investigated and successfully solved. Thanks to LaSalle’s invariance theorem and Lyapunov’s
stability theorem as well, we are able to unveil the whole stable range of controller gains when
velocity and angular velocity of each driving motor are not exactly what they are supposed to
be in the real world. This study yields some exciting conclusions on converging rate than the
counterpart. Based on the robustness analysis, we can propose useful and handy guidelines
in determining controller gains and consequently a new robust control law is proposed.
Improvement to this control law is achieved from the analysis results and is verified inMatlab
simulation. Implementation with real robots has been done to demonstrate the application
to multiple robot formation control. An implementation of multi-robot formation control has
been done and discussed in details.
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1. Introduction

This paper tackles the problem of Simultaneous Localization and Map Building (SLAM)
carried out by a team of robots. Particularly these robots build landmark-based maps
by extracting interest points from the environment. These points are characterized by a
local descriptor and a 3D position on the environment, constituting the visual landmarks.
In this approach we consider the situation in which the robots start their mapping task
independently. That is to say, the path followed by the robots and the observations are
estimated independently. After a while, there is a set of independent local maps that can be
fused in order to obtain a global map. For that reason, we have also solved the problem of
aligning and fusing visual maps. Finally, once a global map is obtained, the robots continue
the map building task jointly. Regarding the sensors used in order to extract information
from the environment, some authors use range sensors such as SONAR (Wijk & Christensen,
2000; Kwak et al., 2008) or LASER (Leonard & Durrant-Whyte, 1991; Thrun, 2001). However,
in the last years, there is a great interest on using cameras as sensors. This approach is
denoted as visual SLAM (Valls-Miró et al., 2006). The cameras are less expensive than laser
and offer a higher amount of information from the environment. This advantage makes
it possible to incorporate additional applications to the robot, such as face recognititon.
Additionally, 3D information can be obtained from the environment when using stereo vision
(Murray & Little, 2000; Gil, Reinoso, Fernández, Vicente, Rottmann &Martı́nez-Mozos,
2006). Most approaches using visual information are landmark-based. A process
to extract these visual features with accuracy is required. In these sense, several
detection and description methods appear in the literature such as the Harris
Corner Detector (Davison & Murray, 2002), Harris-Laplace (Jensfelt et al., 2006), SIFT
(Gil, Reinoso, Martı́nez-Mozos, Stachniss & Burgard, 2006; Little et al., 2002) and SURF
(Murillo et al., 2007). In (Gil et al., 2009; Ballesta, Gil, Reinoso & Úbeda, 2010) we performed
an evaluation comparing several detection and description methods in order to obtain the
most suitable feature extractor for visual SLAM. As a result, we obtained that the Harris
Corner Detector in combination with the u-SURF descriptor satisfied our requirements
in visual SLAM. The task of building a map of the environment while simultaneously
localizing in it can be performed by a single robot. However, it will be carried out with
more efficiency if there is a team of robots which collaborates in this task. This approach
is denoted as multi-robot SLAM (Konolige et al., 2003). In this field, two main solutions
can be found. On the one hand, in some proposals the robots build a unique global map
(Gil, Reinoso, Martı́nez-Mozos, Stachniss & Burgard, 2006; Fenwick et al., 2002). In this case,
the exploration task can be performed more efficiently since the robots have a global notion
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of the environment. However, the initital pose of the robots must be known, which may
not be possible in practice. On the other hand, some authors present the approach in which
each robot builds its own map indepentently (Roumeliotis & Bekey, 2002; Stewart et al., 2003;
Zhou & Roumeliotis, 2006). In this case, it is not necessary to know the initial positions of
the robots. Nevertheless, a process of merging the data of the different robots is needed. In
the situation that we set out, the robots start from different positions and build their maps
independently. Therefore, the initial position of the robots is unknown. After a while, these
independent local maps can be fused into a global map. Before fusing the local maps, the
transformation that relates the different reference systems of the robots should be computed.
This previous step is called map alignment. Then, once the relative positions of the robots
is known and the maps can be expressed in the same reference sytem, the maps are fused
into a global map. After solving the alignment problem, we propose that the robots continue
their navigation tasks jointly. To sum up, the robots initially build their maps independently
and then, once they manage to align and fuse their maps, the continue the map building
together. In order to build the map, we propose a Rao-Blackwellized particle filter, firstly
for a single robot and then extended to the multi-robot case. The paper is structured into
three parts according to the approach proposed. First, in Section 2 we concentrate on the
independent stage of the proposal, i.e., there is a team or robots that begins tis navigation
tasks independently. In this case, we describe the particle filter used to solve the SLAM
problem (Section 2.2). Logically, since the robots act indepdendently, the algorithm has been
implemented for a single robot. Secondly, we concentrate in the fusion stage in Section 3. At
this moment there is a set of local maps, independently built, that have to be aligned and
merged into a global map. Finally, the third stage consist of the multi-robot map building
(Section 4). After the fusion stage, the robots build together the map of the environment. In
this case, the estimate of the map and the paths is performed jointly. For this purpose, we
propose an extension of the previous particle filter to the multi-robot case. Finally, we present
some experiments that validate the proposal (Section 5) and the main conclusions in Section 6.

2. Independent map building

In the first stage of the approach presented in this paper, there is a team of robots in which
each one builds its map independently. The map building is performed by means of a
Rao-Blackwellized particle filter, knownwith the general term FastSLAM (Montemerlo, 2003).
The robots may start at different positions and they have no knowledge about their relative
poses. After a while, the robots will have built several local maps that can be fused into a
global map. This is done even if the relative initial positions of the robots are unknown. In
addition, the robots compare their maps and compute the relative position between them,
based on the descriptor simmilarity of the landmarks. In the following, we describe, in detail,
the steps of the FastSLAM algorithm used by each robot independently. Then we focus on
the map alignment step in which the relative position of the robots is obtained. Finally, it is
explained how the local maps are fused into a global one.

2.1 Visual landmarks
In this paper we focus on a visual SLAM approach. Particularly, the robots observe distinctive
points in the environment. These points are then located in a global reference system. In
this case, the reference system of each robot is located in its initial position. The process of
obtaining distinctive points from the environment is tackled by a feature extractor, i.e., the
combination of a detector and a descriptor, that obtains suitable features. At the detection
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stage, it is desirable that the points can be detected from different viewpoints, due to the fact
that the robots, while navigating, will observe the same from different position. As a result
of a previous work (Gil et al., 2008), the Harris Corner detector (Harris & Stephens, 1998) was
selected as the most suitable for this kind of maps, since it extracts stable points. Then, the
description stage is also crucial for the extraction of good visual features. It is very important
that the points are distinguishable enough, since this influences in the solution of the data
association problem. When a robot performs an observation, it should be able to distinguish
whether it is a new landmark or a landmark that was previously integrated in the map. This
aspect was also studied in (Gil et al., 2008) and the u-SURF descriptor was the best choice
(Bay et al., 2006).

2.2 3D visual fastSLAM
Initially, as the robots builds the maps independently, each one uses an independent particle
filter. Then, after fusing the local maps, the robots continue the map building by means
of a joint particle filter. In this section, we concentrate on the first case, i.e., FastSLAM
for a single robot. In order to build the map, each robot is equiped with a stereo camera
system, which enables them to obtain relative measurements to landmarks detected in the
environment. In addition, these landmarks are characterized by means of a descriptor using
visual information. In this context, each robot explores the environment while it observes
visual landmarks. At time t the robot performs an observation zt = (vt,dt), where vt =
(Xc,Yc,Zc) is three dimensional vector relative to the left camera reference frame and dt is
the visual descriptor associated to the landmark. The map L is represented by a collection
of N landmarks L = {l1, l2, . . . , lN}. Each landmark is represented as: lk = {μk,Σk,dk}, where
μk = (Xk,Yk,Zk) is a vector describing the position of the landmark red to a global reference
frame, with associated covariance matrix Σk. Furthermore, each landmark lk is differentiated
from others by means of a descriptor dk. The robot pose at time t is denoted as xt and
movement of the robot at time t as ut. On the other hand, xt = {x1,x2, . . . ,xt} represents the
robot path until time t, zt = {z1,z2, . . . ,zt} is the set of observations made by the robot until
time t and the set of actions ut = {u1,u2, . . . ,ut}. The solution to the SLAM problem consists
in determining the location of the landmarks in the map L and the robot poses xt from a set
of measurements zt and robot actions ut. The set of data association performed until time
t is denoted as ct = {c1, c2, . . . , ct}. Each time the robot performs an observation, it has to
determine whether this observation corresponds to a landmark previously incorporated in
the map (ct ∈ [1 . . .N]) or to a new one (ct = N+ 1). The main idea of the FastSLAM algorithm
is that the SLAM problem can be separated into two main subproblems: the estimate of the
trayectory of the robot and the estimate of the map (Montemerlo & Thrun, 2003). This can be
expressed as:

p(xt ,L|zt,ut, ct) = p(xt |zt,ut, ct)
N

∏
k=1

p(lk|x
t,zt,ut, ct) (1)

This equation states that the SLAM posterior is decomposed into two parts: the estimate of
the robot path and N independent estimators of the landmark positions, each conditioned
to the path estimate. We approximate p(xt|zt,ut, ct) by means of a set of M particles. Thus,
each particle has N independent landmark estimators (implemented as EKFs), one for each
landmark. Each particle is therefore defined as:

S[m]
t = {xt,[m],μ[m]

t,1 ,Σ
[m]
t,1 ,d

[m]
1 , . . . ,mu[m]

t,N,Σ
[m]
t,N ,d

[m]
N }, (2)
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where μ
[m]
t,k is the best estimation at time t for the position of landmark lk based on the path

of the particle m and Σ
[m]
t,k the associated covariance matrix. The visual descriptor associated

to the landmark j is represented by d[m]
j . The particle set St = {S[1]t ,S[2]t , . . . ,S[M]

t } is calculated
incrementally from the set St−1 in time t− 1 and the control ut. Each particle is sampled from a

proposal distribution x[m]
t ∼ p(xt |xt−1,ut) that models the noise in the odometry of the robot.

Then, a weight is assigned to each particle according to (Montemerlo & Thrun, 2003):

ω
[m]
t =

1√
|2πZct |

e{−
1
2 (vt−v̂t,ct )

T[Zct ]
−1(vt−v̂t,ct)} (3)

where vt is the actual measurement and v̂t,ct is the predicted measurement for the landmark

ct based on the pose x[m]
t . The matrix Zct is the covariance matrix associated with the

innovation (vt − v̂t,ct). Note that it is assumed that each measurement vt has been associated
to the landmark ct of the map. In short, the algorithm proposed in this paper is based on
a Rao-Blackwellized particle filter that enables the robot to build a map and localize in an
environment by means of the detection of three dimensional visual features. This algoritm
can be decomposed in four basic steps:

a. Generating a new particle set.

b. Updating the estimate of the landmarks based on the observations.

c. Calculating a weight for each particle.

d. Resampling based on the weight of each particle.

In the following, we describe the previous steps of the FastSLAM algorithm.

2.2.1 New particle set generation
In the first step a new set of hypothesis St is obtained based on teh set St−1. That is to say, we

obtain a new pose x[m]
t for the robot by sampling from a motion model:

x[m]
t ∼ p(xt |xt−1,ut), (4)

where p(xt |xt−1,ut) defines the movement model of the robot. This movement model is
applied to each of the poses of each particle separately, based on the movement performed
by the robot. Figure 1 shows the application of Equation 4. The figures show the path of
three robots that work independently. Solid lines represent the real path followed by the
robots, whereas dashed lines represent the odometry readings. It can be observed that, at the
begining, all the particles are concentrated on the same point. After applying the movement
model, we obtain a set of particle clouds that represent the probability of the pose of each
robot at each time step.

2.2.2 Landmark estimate
The landmark update is performed based on the pose of the robot that performed the
observation zt = {vt,dt} with data association ct. This is done independently for each
landmark lk by means of the standard EKF equations presented below:
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Fig. 1. The figure shows a new set of particles generated by sampling from the motion model.

v̂t = g(x[m]
t ,μ[m]

ct,t−1) (5)

Glct
= ∇lct

g(xt, lct)xt=x[m]
t ;lct=μ

[m]
ct,t−1

(6)

Zct,t = Glct
Σ
[m]
ct,t−1G

T
lct
+ Rt (7)

Kt = Σ
[m]
ct,t−1G

T
lct
Z−1
ct,t (8)

μ
[m]
ct,t = μ

[m]
ct,t−1 + Kt(vt − v̂t) (9)

Σ
[m]
ct,t = (I − KtGlct

)Σ
[m]
ct,t−1 (10)

where v̂t is the prediction for the current measurement vt assuming that it has been associated
with landmark ct in the map. The observation model g(xt , lct) is linearly approximated by the
Jacobian matrix Glct

. It is assumed here that the noise in the observation is Gaussian and can
be modeled with the covariance matrix Rt. Equation (9) represents the update of the estimate

of the landmark ct : μ
[m]
ct,t−1 based on the innovation v= (vt− v̂t). Finally, Equation (10) updates

the covariance matrix Σ
[m]
ct,t , which is associated to the m particle and the landmark ct. Note

that we implicitly assume that the observation zt corresponds to the landmark lct in the map.
By now we assume this correspondence to be known.

2.2.3 Asigning weights to the particles and resampling
As seen in Section 4, the set of particles is generated by the movement model and distributed
according to p(xt |xt−1,ut), which is known as proposal distribution. However, our aim is to
estimate the posterior p(xt ,L|zt,ut, ct) which includes all the information from odometry and
sensors until time t. This is known as target distribution. The difference between the proposal
distribution and the target distribution is corrected with a process denoted as importance
resampling (SIR). This process works as follows. A weight is assigned to each particle based
on the quality of the current observation and the map matches. Then, a new set of particles
St is created by sampling from St−1. Each particle is included in the new set with probability
proportional to its weight. Assuming that a robot performs a single measurement zt with

data association ct, the weight w[m]
t associated with the particle m as:
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ω
[m]
t =

1√
|2πZct |

e{−
1
2 (vt−v̂t,ct )

T[Zct ]
−1(vt−v̂t,ct)} (11)

Then, the weights are normalized to approximate a probability density function ∑
M
i=1 ω

[i]
t = 1.

In this way, the set of particles represent a set of hipothetical paths that the robot may follow.
Conditioned to each path, there is a set of 3D estimated landmarks, each one represented by
a Kalman filter. Finally, in order to choose the path and map that best represents the true
trajectories and environment, a logartihmic sum over the global weights of the particles is
maintained. The most probable particle is selected as follows:

m̂ = argmax
m

A

∑
t=1

log(w[m]
t ) (12)

3. Map fusion

In the previous section we have seen how each robot is able to estimate a map of the
environment by means of a particle filter. This task is initially performed individually. The
result is a set of local maps whose landmarks are red to each robot system. At a specific
moment, the fusion of these local maps into a global map may be required. In this section
we concentrate on the map merging problem. This task is tackled in two subproblems: map
alignment and map merging. These steps are described in detail in the following.

3.1 Map alignment
Aligning two maps means estimating the transformation between those maps. Concretely,
three parameters are computed: a translation in x and y (tx, ty) and a rotation θ. In our
case, each map is refered to the local reference system of the robot, which is located in
its origin. In addition, the maps are landmark-based, thus the alingment is obtained by
looking for correspondences based on the descriptor simmilarity. Afterwards, the landmarks
of different maps can be expressed in the same reference system. In a previous work
(Ballesta, Reinoso, Gil, Payá & Juliá, 2010), we studied, in detail, the problem of aligning three
dimensional landmark-based maps. For this purpose, we compared a set of aligning methods
suitable for this kind of maps. Particularly, we evaluated the following methods: RANSAC
(RANdom SAmple Consensus), SVD (Singular Value Decomposition), ICP (Iterative Closest
Point) and ImpICP (Improved ICP). The last one is an ad-hoc implementation. The experiments
were carried out with simulated data as well as real maps built by the robots. Figures 2(a)
and 2(b) show the results obtained. The experiments consisted of testing the behaviour of
the aligning methods at different stages of the SLAM process. That is to say, initially the
maps are smaller and obtaining the alignment is therefore more difficult. However, as the size
of the maps is bigger, the common landmarks between those maps may increase, and thus
the aligment can be succesfully found. This is represented in the figures that show the error
obtained in the estimate of the aligning parameters. Figure 2(a) shows the error in the estimate
of the translation parameters (tx, ty) when the alignment is obtained. Analogously, Figure 2(b)
show the error in rotation (θ). Paying attetion to both figures, it is noticeable that RANSAC
obtains the best results. The error is practically zero independently of the size of the maps. An
example of the performance of RANSAC is illustrated in Figure 3. This figure shows how the
common landmarks are indentified and matched.
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Fig. 2. (a) Traslation error. (b) Rotation error.

3.2 Map merging
In this section we focus on the map merging problem. Once the alignment is performed,
we will have the local maps expressed in the same ence system and the common landmarks
between these maps identified. In this situation the local maps can be merged into a global
one. As described previously, the maps built by the robots consist of a set of landmarks
L = {l1, l2, . . . , lN}. Each landmark lk is defined as lk = {μk,Σk,dk}, where μk = (Xk,Yk,Zk)
represents the position of the landmark by means of a three dimensional vector. Then Σk
and dk are the covariance matrix and the descriptor associated to each landmark. When
merging two maps, the uncertainty in the estimate of the landmarks should be considered.
We therefore propose a Multivariable Stationary Kalman Filter in order to fuse this data. Given
two maps, map1 and map2, and using the nomenclature described previously, the following
formulation is used to merge these maps:

K{i} = Σ1{i} · (Σ1{i} + Σ2{i})
−1 (13)

μG{i} = μ1{i} + K{i} · (μ1{i} − μ2{i}) (14)

101Building Visual Maps with a Team of Mobile Robots



8 Multi-Robot Systems, Trends and Development

−10 −5 0 5 10 15 20 25

−2

−1

0

1

2

3

4

5

6

0

2

4

X(m)

Y(m)

Z 
(m

)

Fig. 3. Example of alignment.

2 2.5 3 3.5 4 4.5
−1

−0.5

0

0.5

1

1.5

2

(a)

2 2.5 3 3.5 4 4.5
−1

−0.5

0

0.5

1

1.5

2

(b)

Fig. 4. (a) Position and uncertainty of 3 aligned landmarks from map1 and map2 (b) Same
landmarks after fusion. Uncertainty is represented by an ellipse.

ΣG{i} = (I − K{i}) · μ1{i} (15)

where i is an index (i ∈ {1,N}) that denotes each matched landmark. N is the total number
of matched landmarks between both maps (1 and 2). Ki represents the Kalman gain. μG{i}
indicates the 3D coordinates of landmark i in the global map. This landmark is the result of
matching and merging a common landmark between both local maps, map1 and map2. μ1
are the 3D coordinates of map1 and μ2 the 3D coordinates of map2 expressed in the map1’s
reference system (i.e. after the alignment process). Finally, ΣG,Σ1 and Σ2 are the 3 × 3
covariance matrices, which represent the uncertainty in the location of the landmarks inmapG ,
map1 andmap2 respectively. The covariance matrices ofmap2 (Σ2) have been also transformed
to the map1’s reference system. In Fig. 4, the uncertainty of the landmarks are represented
with an ellipse. It can be observed that in the alignment process, we transform not only the
position of the landmarks but also the error ellipse. This is done by means of a rotation matrix
as follows:

Σ2 = RT · Σ20 · R (16)
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where Σ20 is the covariance matrix of map2 before being aligned with map1. And R is the
transformation matrix which is:

R =

⎛
⎝ cosθ −sinθ 0

sinθ cosθ 0
0 0 1

⎞
⎠ (17)

Finally, as far as the visual descriptor is concerned, we computed the mean between the
descriptors in the local maps and incorporate the resulting descriptor to the global map.

4. Multirobot SLAM

Once the global map is obtained and the relative positions of the robots is known, the SLAM
problem is solved jointly. That is to say, from the fusion of the local maps on, the robots
perform the map building together. To do this, we propose the Rao-Blackwellized Kalman
Filter extended to the multi-robot case. In this sense, the equation of the SLAM posterior is:

p(xt〈1:K〉,L|z
t
〈1:K〉,u

t
〈1:K〉, c

t) =

p(xt〈1:K〉|z
t
〈1:K〉,u

t
〈1:K〉, c

t)
N

∏
k=1

p(lk|xt〈1:K〉,z
t
〈1:K〉,u

t
〈1:K〉, c

t) (18)

This probability function is a way to estimate a set of K paths xt〈1:K〉 and a map L conditioned

to the case in which the robots perform a number of movements ut
〈1:K〉 and a series of

observations zt
〈1K〉

associated to landmarks in the map ct. As it can be observed this expression
is analogous to the equation 1, so the estimate of the map and the estimate of K paths can be
separated into two parts: p(xt〈1:K〉|z

t
〈1:K〉,u

t
〈1:K〉, c

t), which is estimated using a particle filter
and the map L which is estimated using N independent estimates conditioned to the paths
xt
〈1:K〉. Analogously to Equation 2, the estimate of the posterior is done by means of M

particles, each one represented as:

S[m]
t = {xt,[m]

〈1:K〉,μ
[m]
1,t ,Σ

[m]
1,t ,d

[m]
1 , · · · ,μ[m]

N,t,Σ
[m]
N,t,d

[m]
N } (19)

Unlike the particle defined in (2), in this case the state that we would like to estimate is
composed by the pose (x,y,θ) of K robots, thus xt

〈1:K〉 = {xt,〈1〉,xt,〈2〉, · · · ,xt,〈K〉}. As a result,
we propose a joint estimation over a path state of dimension 3K. According to (Thrun et al.,
2005), the number of particles needed to obtain a good estimation increases exponentially with
the dimension of the state. However, the results that we present here show that the approach
works perfectly for robot teams of 2–3 members using a reasonable number of particles. In
the case presented, the same map is shared by all the robots, which means that an observation
performed by a particular robot affects the map of the whole robot team. For example, a
robot does not need to explicitly close a loop to reduce the uncertainty in its pose. On the
contrary, the robot can reduce its uncertainty if it observes landmarks previously seen by other
robots. In consequence, one member of the teammay observe a landmark previouslymapped
by a different robot and update its estimate. The formulation of the multi-robot FastSLAM
algorithm proposed here is presented in algorithm 1.
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Algorithm 1 Summary of the proposed algorithm.

1: S = ∅

2: [zt,〈1〉,zt,〈2〉,zt,〈3〉] = ObtainObservations()
3: InitialiseMap(S,x0,〈1:3〉,zt,〈1:3〉)
4: for t= 1 to numMovements do
5: [zt,〈1〉,zt,〈2〉,zt,〈3〉] = ObtainObservations()
6: [S,ωt,〈1〉] = FastSLAMMR(S,zt,〈1〉,Rt,ut,〈1〉)
7: [S,ωt,〈2〉] = FastSLAMMR(S,zt,〈2〉,Rt,ut,〈2〉)
8: [S,ωt,〈3〉] = FastSLAMMR(S,zt,〈3〉,Rt,ut,〈3〉)
9: ωt = ωt,〈1〉ωt,〈2〉ωt,〈3〉

10: S = ImportanceResampling(S,ωt) //Sample randomly from S according to ω
[m]
t

11: end for

function [St] = FastSLAMMR(St−1,zt,〈i〉,Rt,ut,〈i〉)
12: St = ∅

13: for m = 1 to M {For every particle} do

14: x[m]
t,〈i〉 ∼ p(xt,〈i〉|xt−1,〈i〉,ut,〈i〉)

15: for n= 1 to N [m]
t−1 //Loop over all possible data associations do

16: v̂t,〈i〉 = g(x[m]
t,〈i〉,μ

[m]
n,t−1)

17: Gln =∇lct
g(xt, ln)xt,〈i〉=x[m]

t,〈i〉;lct=μ
[m]
ct,t−1

18: Zn,t = GlnΣ
[m]
n,t−1G

T
ln
+ Rt

19: D(n) = (vt,〈i〉 − v̂t,〈i〉)
T[Zn,t]−1(vt,〈i〉 − ẑt,〈i〉)

20: E(n) = (dt,〈i〉 − dn)T(dt,〈i〉 − dn)
21: end for
22: D(N [m]

t−1+ 1) = D0

23: j = f ind(D ≤ D0) {Find candidates below D0}
24: ct = argminj E(n) {Find minimum among candidates}

25: if E(ct) > E0 // Create a new landmark? then

26: ct = N [m]
t−1 + 1

27: end if
28: if ct = N [m]

t−1 + 1 //New landmark then

29: N [m]
t = N [m]

t−1 + 1

30: μ
[m]
ct,t = g−1(x[m]

t,〈i〉,zt,〈i〉)

31: Σ
[m]
ct ,t = GT

lct
R−1
t Glct

32: ω
[m]
t = p0

33: else
34: N [m]

t = N [m]
t−1 //Old landmark

35: Kt = Σ
[m]
ct,t−1G

T
Lct

Z−1
ct ,t

36: μ
[m]
ct,t = μ

[m]
ct,t−1 + Kt(vt,〈i〉 − v̂t,〈i〉)

37: Σ
[m]
ct ,t = (I − KtGlct

)Σ
[m]
ct,t−1

38: end if
39: ω

[m]
t,〈i〉 =

1√
|2πZct |

e{−
1
2 (vt,〈i〉−v̂t,ct )

T [Zct ]
−1(vt,〈i〉−v̂t,ct )}

40: add {x[m]
t,〈i〉,N

[m]
t ,μ[m]

1,t ,Σ
[m]
1,t ,d

[m]
1,t , · · · ,μ

[m]

N[m]
t ,t

,Σ[m]

N[m]
t ,t

,d[m]

N[m]
t ,t

,ω[m]
t } to St

41: end for
42: return St
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Fig. 5. Simulated environment. The robots perform observations of simulated landmarks
located in walls. These walls are represented by a line. It can be observed that the walls
restrict the visibility of the visual landmarks placed behind.

5. Experiments

In order to test the SLAM algorithm proposed, we have created a simulated environment as
shown in figure 5. In this figure there are three robots building a map of the environment.
This environment is represented by walls (line) with landmarks randomly located in them.
In the figure we can see which landmarks are the robots currently observing. This is
represented by dashed lines. In the experiments performed we have test the computational
cost of the algorithm as well as the RMS error in the estimate of the error. Regarding the
computational time, two parameteres are mainly influencing: the number of particles used
(M) and the number of observations integrated as each time step (B). In order to decrease the
computational cost, we can reduce the number of observations that each robot reduces at each
iteration of the algorithm. For example, we consider that each robot obtains B/K observations.
That is to say, if we had three robots and B = 15, then each robot would integrate B = 5
observations. Figure 6(a) shows the results obtained if robots perform B/K observations. In
this case, it can be observed that the computational cost is simmilar regardless of the number
of robots, for any number of particles. The total number of observations integrated in the
filter is the same for the case of 1, 2 or 3 robots. On the other hand, in Figure 6(b) we
evaluate the error in the map, using the previous restriction (B/K observations). As the figure
shows, the estimate of the map and the paths improves when more robots are used. It can be
deduced, from these figures, that good results can be obtained even if we reduce the number
of observations performed by each robot.

6. Conclusion

This paper presents a posible solution to the multi-robot SLAM problem in the visual context.
Particularly, the approach proposed begins with an independent map building part, in which
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Fig. 6. Figure (a) shows the mean computation time at each iteration of the algorithm for
different number of particles M = {1 10 50 100 200 300 400 500 1000 1500 2000}. Figure (b)
shows the RMS error in the map when B/K observations are used. We show simultaneously
results with one robot (©), two robots (�) and three robots (
).

each robot builds its own map independently. In this case, the relative positions of the robots
are not necessary. This is an advantage in practice, since this data could be unknown. As
a consequence, the robots build their own local maps regardless of other robots’ poses and
observations. The map building is carried out by means of a Rao-Blackwellized particle filter.
Since the robots work independently, this algorithm has been implemented for a single robot.
At some point, the robots may share the information collected and fused the local maps
into a single one. For this reason, the map fusion problem has been tackled in this paper.
First, we paid attention to the alignment problem in which a common reference system for
the local maps is obtained. Then, we concentrated on the map merging problem. In this
case, the common landmarks are identified based on the descriptor similarity and fused,
taking into account the uncertainty in the estimate of those landmarks. To do this, we use
a Multivariable Stationary Kalman Filter. The results show that the uncertainty of the fused
landmarks is reduced. Finally, once the relative positions of the robots are known and a global
map is computed, the SLAM process is continued by means of an extension of the previous
particle filter. This time, we implemented a multi-robot particle filter in such a way that the
robots estimate their trajectories and the map jointly. The results obtained show the good
performance of the algorithm in simulation. As future work, it is desirable to evaluate this
algorithm in a real environment.
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Ballesta, M., Gil, A., Reinoso, O. & Úbeda, D. (2010). Análisis de detectores y descriptores
de caracterı́sticas visuales en slam en entornos interiores y exteriores, Revista
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1. Introduction 
This chapter describes the problems of robotic exploration and coverage, and also presents 
the main characteristics that must include a multirobot platform in order fulfill such task in 
terms of general architecture, goals and cooperativeness. It is described a validated model 
for multirobot exploration called Backtracking Spiral Algorithm – Cooperative Multirobot, 
BSA-CM. 
Exploration and coverage of unknown regions are tasks that have been developed by 
human beings throughout history. Nevertheless, tasks that imply lands under hazardous or 
hostile circumstances such as planetary exploration (Menzel, 2000), humanitarian demining 
(Freese et al., 2007), environmental cleaning (Tilden, 1996) of dangerous materials as 
radioactive or military remainders leads to delegating such exercise to robots. The main 
issue is to protect human life at all cost. In this particular case, by unloading the people of 
tasks in daily routine that implies covering of regions. 
Exploration of unknown areas and lands, and also execution of complex tasks in unknown 
or partially structured regions, is an extremely complex job for an independent robot, given 
the nature of the algorithms and intelligence and reasoning levels whereupon are equipped 
the robots (Murphy, 2000). Nevertheless, the possibility of having robotic platforms able to 
explore these spaces is becoming more and more a fundamental necessity in the 
development of autonomous mobile robots. The subject of covering and exploration with 
robotic entities has been boarded from different optical but in case of multi-robot systems, 
the challenge just begins. 
Systems that involve several robots can present advantages over those that include a single 
robot of great power, processing capacity and cost. First of all, a robot team can cover an 
area more quickly than a single robot. On the other hand, the exploration performed by a set 
of robots is robust due to the added redundancies and allows to have a notion of the best 
next point of view to gain information of the area where a single system would fail (Balch & 
Parker, 2002). 
After a review of different approaches to the coverage problem with robots, it is possible to 
conclude that such solutions are subscribed in one of two main groups depending on the 
movement strategy chosen to solve the problem of coverage: those that use Non-Structured 
trajectories, where the navigation of the robots depends on the search of the best next point 
of view that derives in the elimination of borders of the unknown world, or, by means of 
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probabilistic methods. The other family involves Structured trajectories, where a sweeping 
of simple regions is made by deterministic movements following zig-zag or spirals paths. 
The study of multi-robot coverage solutions allows to determine the relevant characteristics 
in order to be considered at the time of designing a coverage system that fulfill the 
requirements such as reliability, robustness and efficiency and also to determine the 
cooperative characteristics needed to allow the robots to act as a team. The focus of this 
chapter is the description and tests of BSACM - Backtracking Spiral Algorithm Cooperative 
Multi-robot, which is an upgraded version of a single robot coverage procedure, 
implemented under a multi-agent cooperative systems approach as an example of a model 
that includes the requirements described. It is presents the multi-agent cooperative coverage 
with robotic entities, and the internal agent architecture designed. The algorithm is tested in 
an event-driven multi-agent environment, which includes multitasking, multithread, and a 
continuous space robot simulator. Tests and simulation results show the convenience of 
using robot teams for coverage tasks and multi-agent approach to coordinate their actions. 
In this chapter the reader will find: 
• In section 2, the reader will find a deep analysis of cooperation in multiagent systems as 

a basis of multirobot platforms. Based on the theory compilation it is possible to 
determine, discriminate and group the intrinsic characteristics that a cooperative system 
must achieve in order to fulfill a successfully coverage task. 

• Section 3 presents a review referred to a coverage models with a single robot, and 
summarize some of the multirobot solutions. It is presented a comparative analysis of 
those approaches. As a result it is possible to determine requirements related to 
architecture, world modeling and in general, the algorithms used in multirobot 
coverage systems. 

• Section 4 presents the design, implementation and tests of BSA-CM as a case of study of 
a system that includes the requirements described in previous subchapters and that 
achieve a complete coverage with a team of robots. 

2. Cooperation in multiagent systems 
In this particular case, the task of region coverage will have a multiagent cooperation 
approach. The main goal is to give a general frame for region coverage using multirobot 
teams in terms of requirements and indicators that must be present and evidenced in the 
system. This analysis allows a designer to build the architecture in terms of cooperation 
since the beginning of the process. This section aims to define an agent and its architecture 
in the context of a multiagent system; finally, a brief description of communication, task 
allocation, and information access leads to the identification of the requirements that have to 
be taken into account to design a cooperative system. 

2.1 Agents 
Although there is not an enough generalized definition for what an agent represents, it is 
possible to mention a common characteristic between the different approaches which is the 
capacity to do “tasks” for the user under a certain degree of discernment, given by a basic 
level of intelligence which allows it to interact with the environment in an autonomous way, 
requiring the user intervention just in certain cases. In other words, an agent is an “entity” 
immerse in an environment capable of perceiving and taking actions according to those 
perceptions. In most of the cases, an agent can modify the state of its environment. 
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Following this general definition, we can include human beings, animals, software, robots as 
being agents. From now, we can refer to an agent as an entity created and designed by 
humans, limiting this category to software and robots. 
An agent is considered autonomous if the type of developed actions comes from the 
experience of interaction with its environment and not from the previous knowledge given 
by the designer, even though this a priori knowledge is necessary. Agents require: 
• goals, which orient them to the main objective and provide feedback about the progress 

of the general task; 
• sensors, which allow to capture data from  the environment; 
• intelligence, in order to interpret data and orient behaviors to accomplish the main 

goal; 
• actuators, which allow the agents to take actions which result in the accomplishment of 

the task. 

2.2 Agent architecture 
An agent is designed under a basic structure or architecture that answers to the fashion in 
which the agent is organized internally. It involves, besides sensors and actuators drivers, a 
main program which includes certain level of intelligence in order to interpret data from the 
sensors and to give directions to the actuators based in the data process to adapt itself or 
modify the environment. Given the extensive theory about agents and multiagent systems, 
there are many architectures proposed, however, it has to be taken into account how the 
world representation is related with the new perceptions, and how they trigger decisions 
about future actions (Ferber, 1999). 
Thus, the mapping mechanism between perceptions and actions depends entirely on the 
main goal or task that the agent is designed for. For example, it is possible to analyze a 
scheme where certain perception is related to one or a set of actions. In this case, the 
designer has to analyze all the possible perceptions and situations that the agent will find. If 
the agent is confronted to unknown or none determined situations, it can be derived in 
malfunction or inactivity. When different actions could apply for a situation, it is also 
possible to established priority mechanisms or to identify special actions for special 
situations. 

2.3 Multiagent Systems (MAS) 
A multiagent system is formed by a set of agents that coordinate and conjugate their abilities 
and resources to solve particular or global problems (Ferber, 1999). A MAS can be defined 
by the following intuitive items: 
• An environment E. 
• A set of objects O located in E. 
• A set of agents A, ( )A O⊂  which are the active objects capable of perceive, create and 

modify other objects and communicate with other agents. 
• A set of relations ℜ , which relate the objects. 
• A set of operations Op, defined to allow the agents to perceive, transform and 

manipulate the passive objects in O. 
• A set of universal laws, that determine the consequences of Op in the particular world. 
In such mutiagent context, cooperation is the key to achieve a common goal by a set of 
agents. The goals of a cooperative agent have to be aligned with those of the team.  From 
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now, any reference to an agent is oriented to physical cooperative agents, in other words, to 
a software agent that controls a robotic hardware in a cooperative multiagent context. 

2.4 Cooperation  
Cooperation between physical agents or robots is a complex control problem that implies a 
high degree of information exchange between them in order to accomplish the team goal. 
Any approach to the problem requires a global knowledge about the environment to be able 
to consider all the possible states. Centralized approaches have inherent limitations (Ferber, 
1999), meanwhile distributed solutions are more efficient. 
Cooperation between agents implies a shared main goal and mechanisms of avoidance or 
managing of conflicts in order to help other agents if necessary. This concept of 
“benevolence” (Balch & Parker, 2002) is applicable when all agents belong to the same user 
or organization. There are MAS that are not necessary cooperative in where the agents are 
only interested in their particular tasks and do not share goals neither information, even the 
taken actions can generate conflicts. One can conclude that cooperative robotics is oriented 
in designing autonomous societies that include robots capable to recognize, identify and 
solve problems inside their environment and look for negotiation of tasks in such situations. 
The decomposition of a global task in particular tasks depends on the agent’s abilities and 
resources availability. However, it is possible that the sum of abilities and resources results 
insufficient. In some cases, particular tasks can be incompatible even if all agents are pursing 
the same global goal. 
The MAS can be intentionally cooperative since at early stages of design it is included this 
characteristic in the programming or cooperative behaviors can merge during its operation 
described by an external observer in a reactive way, but in both cases one can say that  
the system is cooperative if an a posteriori analysis evidence one of two conditions (Ferber, 
1999): 
• Adding a new member to the team increases the global performance. To accomplish 

this criterion, the system is in a “collaborative situation”. 
• Agent actions are designed to prevent or solve current or potential conflicts. To 

accomplish this criterion, the system is in a “conflict solving situation”. 
In the intentional cooperation, agents have the intention of cooperation at a cognitive level, 
and the cooperation is a mechanism to achieve concrete goals. In reactive or merging 
cooperation, a collective behavior satisfies at least one of the previous criterions; even thought 
there is no explicit intention of cooperation. It means that one can talk about cooperation 
even if the  agents do not have knowledge about their environment and other agents. For 
this reason, cooperation implies simultaneous operation to oblation a common benefit (Jung, 
1998). 

2.5 Cooperation Indicators 
According to Ferber, a MAS to be considered as cooperative it must exhibit some important 
characteristics: grouping, multiplication, specialization, collaboration, communications and 
conflict resolution. 
• Grouping implies and homogeneous array of agents along the space. 
• Multiplication brings an increment in the number of agents that will be reflected in a 

performance and reliability improvement. Multiplication will imply also the emergence 
of conflicts for physical space. 
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• Specialization refers to the adaptation degree of agents to perform their tasks. It can be 
a gradual process if the system includes learning mechanisms. 

• Collaboration is determined by the strategy used by the system to assign and distribute 
tasks. Task allocation can be determined by centralized methods, where a central agent 
assign duties after a corresponding analysis (i.e. contract nets with one trader and 
several bidders) or by means of a “yellow pages” system which eliminates the hierarchy 
relations and tasks are located in a common board. Also there is a distributed approach 
which eliminated the concept of a central agent as in acquaintance nets or distributed 
contract nets. 

• Communications are fundamental in a cooperative system, and can be seen as an extra 
perception capability trough the agents are able to exchange information, request 
actions and interpret the world in a global way. 

• Conflict resolution is close related with collaboration since the tasks distribution 
mechanism must include negotiation procedures. Conflicts can emerge for physical 
space, resources, communication channel, access to data and information, etc. 

Coordination of actions, supported in communication systems, avoid conflicts for access to 
resources caused by grouping and multiplication of agents. In multiagent systems emerge 
relations and dependencies that determine actions of the agent. Resources will be always 
limited, thus agents must include mechanisms that allow to share and to access to them 
avoiding obstructions, optimizing operating costs, and reducing redundant actions. 
Coordination is the set of activities subjacent to the main goal that allow the execution of 
particular actions in time and space, in a coherent and synchronized way, which derives in 
the increasing of the global performance and the avoidance of conflicts. 
Rules that determine coordination between agents are determined by the environment in 
which the MAS operates. For example, a system for flight control in an airport, the 
coordination rules will be designed to a division of resources physical (tracks, hangars, 
access points, etc.); for a coverage robot team, coordination rules will look forward to make 
an efficient distribution of the agents along the surface. 

2.6 Requirements for a Cooperative Multiagent System 
In the previous sections, the basic concepts of agents and multiagent systems have been 
introduced, so now it is possible to define the requirements that a multiagent system must 
incorporate to be considered as cooperative. Designing a cooperation strategy will be based 
on them; the requirements have to be covered one by one, independent of the chosen 
methods to manage communications, coordination and synchronization. 
A single cooperation model can be implemented for a diverse set of tasks, but in order to 
reveal and determine the cooperation level; those requirements must be measurable in a 
certain way in terms of existence or inexistence or by means of ratios and numeric values in 
order to be evaluated on subsequent stages of implementation on simulated and/or real 
platforms. 
Deployment: it is referred to the spatial distribution of the agents. For the particular task of 
coverage, the physical space is a resource and a goal at the same time. The capability of the 
agents of getting closer or establish wide distributed arrays will determine the communication 
strategy. Some applications need the agents as close as possible, but others look for exactly the 
opposite situation improving the coverage efficiency. A harvest system for example will 
implement mechanism of grouping and deployment both synchronized in time. 
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Multiplication: as a cooperation indicator, multiplication is desired since adding new 
members to the team will increase the global performance and efficiency of the system. In 
physical environments, the addition of agents will imply the use of space and the merging 
of obstructions, so an efficient task allocation mechanisms must be implemented. 
Multiplication can offer some advantages depending on the system and the main task the 
system is designed for; in some cases it is desired to have some redundant task, but in 
others, it can affect directly the final efficiency. 
Communications: for intentional cooperation, the designer must implement explicit and 
intentional communications between agents that informs their internal states and and the 
new acquired data of the world. At the same time, agents must be in capacity to interpret all 
the communicative acts in order to transform them in useful information for the 
achievement of the task. Communications are the base in the operation. It is possible that the 
system presents robustness to communication failures adding redundant tasks; however, 
communications must be present to consider the system as cooperative. Communication 
mechanisms, messages nature and conversational structures must be independent from the 
chosen channel and protocol. 
Totipotence: it is referred to the capacity of the agents to execute a wide range of tasks; 
totipotence is the opposite feature to specialization. Agents that have this characteristic are 
in capacity to assume other’s roles in case of obstructions or failures. Even though 
specialization will emerge in cases where agents develop certain skills to perform particular 
subtasks, and in systems with some level of learning mechanisms; however, a very high 
level of specialization will affect the system’s robustness to agent failures. 
Collaboration: this is one of the fundamental requirements in cooperation, since implies 
tasks distribution according to abilities and availability. It is necessary to implement a task 
distribution mechanism that increases the global efficiency while aiming to balance 
operation loads and avoiding agent inactivity. 
Coordination: coordination mechanisms must synchronize actions of multiple agents at 
early stages to improve the efficiency of the collaboration techniques. It is necessary to 
implement global planning as a mean of organization and articulation of particular tasks. 
Conflict solving: it is important to design and implement mechanisms of negotiation and 
arbitrage in case of merging of incompatible goals or insufficient resources. For region 
coverage, conflicts will be determined for physical space, exploration routes, obstructions, 
and communication channel interference. 
Competence: cooperation levels can be increased if competitive relations are implemented 
between agents since the assignation of a particular task can be determined by the profit that 
certain agent will obtain doing it, understanding profit as benefit minus cost. In this way, 
resources as energy can be optimized. 
Functional Architecture: agents must be in capacity of develop those tasks that the primary 
goal requires. At functional level, agents must incorporate abilities according to the task and 
environment the system is designed to operate for. Physical agents (robots) designed for 
region coverage must incorporate adequate locomotion mechanisms, also sensorial systems 
to navigate and interpret the world, and sufficient communications modules. 
World representation: the system must incorporate mechanisms to interpret data obtained 
from sensors as a representation of the environment and also the agent’s location in the 
space. Precision of this representation will determine future decisions. Also the system must 
be able to interpret the world in a global way based on particular information from the 
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agents. More complex mechanisms of world representation can include prediction of  
future states of the environment and probabilistic models that aid the decision making 
processes. 
Robustness: the global system must accomplish the main goal and react adequately in case 
of failures of communications or agents. However, it is necessary to establish the minimum 
operation conditions in which the system continues working. 
Efficiency: the system must incorporate means to measure its efficiency in terms of resource 
wasting, time, number of agents, and balance of loads. 
It is expected that the described requirements would be present and evidenced during the 
system operation. As was previous mentioned, some of them must be measurable in terms 
of its presence or absence, while others can be expressed as a quantity or a ratio. To measure 
the accomplishment of the requirements in a cooperation model allow to evaluate how the 
system is been benefited with the cooperation strategies. But even more than just to measure 
the final efficiency in terms of goal accomplishment, it is necessary to create measure 
systems that can be implemented over real or simulated platforms under controlled 
conditions to determine how a system take advantage of the cooperative potentials. 

3. Multirobot cooperation for exploration/coverage 
The goals of the exploration and coverage tasks can be quite different: construct an 
incremental representation of the explored region or generate a safe navigation path; 
however, from the structural point of view, both tasks have to assure completeness. The 
subject of covering and exploration with single robotic entities has been boarded from 
different optical but in case of multi-robot systems, the challenge just begins. 
Systems that involve several robots can present advantages over those that include a single 
robot of great power, processing capacity and cost. First of all, a robot team can cover an 
area more quickly than a single robot. On the other hand, the exploration performed by a set 
of robots is robust because of the added redundancies and allows having a notion of the best 
next point of view/coverage to gain information of the area where a single system would 
fail (Balch & Parker, 2002). 
After a revision of different approaches to coverage with robots, it is possible to conclude 
that such solutions are subscribed in one of two main ways to solve the problem of coverage 
based on the chosen movement strategy: those that choose Non-Structured trajectories (Doty 
& Harrison, 1993) (Pirzadeh & Snyder, 1990), where the navigation of the robots depends on 
the search of the best next point of view that derives in the elimination of borders of the 
unknown world, or, by means of probabilistic methods. The other family involves 
Structured trajectories (Choset & Pignon) (Zelinsky, et al., 1992) (González, et al. 1996) 
(Gabriely & Rimon, 2002) (Gonzalez, et al., 2005), where a sweeping of simple regions is 
made by deterministic movements in zig-zag or spirals paths. 
The work proposed by Choset (Choset, et al., 2004), presents an extension of the covering 
system described in previous projects, where a parallel sweeping is made by means of 
boustrophedic trajectories, subdividing the team and the exploration area as the obstacles 
are found. This system could not guarantee complete coverage if one of the members of the 
team does not complete its task. The collaboration is evidenced by means of parallel 
navigation paths. 
Simmons (Simmons, et al., 2000) presents a multi-robot exploration approach driven by the 
elimination of borders with a protocol based on a bidding criterion. Depending on the 
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assignation algorithm it is possible to obtain optimal results if the plans only consider what 
will happen in the near future. This system requires constant communication with a central 
agent, otherwise the complete system will fail. 
Zlot (Zlot, 2002) describes an efficient and robust distributed exploration method using a 
robot team derived from the model of markets or contract net, maximizing the obtained data 
by the agents and reducing the execution costs as collective trip distance of the system. This 
system is robust since the exploration is completely distributed nevertheless, although a 
map is constructed with telemetric sensors it does not arrive at all the reachable points of the 
exploration area. 
Wagner (Wagner, Lindenbaum & Bruckstein, 1999) presents a coverage system that does not 
require explicit communication between the robots. On the contrary, the system uses 
volatile signs in order to mark cells already visited. It is a useful system in a region with 
dynamic topology; nevertheless it does not construct a final representation of the world. 
Butler (Butler, Rizzi & Hollis, 2000) shows an evolution of a single-robot algorithm 
presented in previous works to a multi-robot system. They present zig-zag trajectories and a 
cell division of the region denominated "Generic Rectilinear Decomposition". The system is 
efficient making maps integration and making the decomposition of the exploration area. 
Nevertheless, it holds a high re-sweeping rate and it is necessary to include methods of 
conflict solving caused by obstructions. 
Howard (Howard, Mataric & Sukhtme, 2002) presents a system that looks for a robot 
deployment over the structure or area trying to maximize the sensors coverage. The 
algorithm is designed to be used in searching/rescuing operations and emergency zones 
monitoring. Nevertheless, it is limited to the number of robots because the deployment is 
performed in line of view. 
The study of multi-robot systems allows to determine the relevant characteristics in order to 
be considered at the time of designing a coverage system that fulfill the requirements such 
as reliability, robustness and efficiency. 

3.1 MAS coverage characteristics 
When analyzing the coverage systems described below, it is possible to identify common 
characteristics. Those criteria must be included in a MAS designed for the execution of a 
surface covering algorithm. 
In order to design a cooperative model for a coverage MAS, it is necessary to clearly 
establish the parameters that, in last instance, become the requirements for an ideal 
algorithm. Those criteria are: 
Task Sensor Requirements: the task the system is designed for, determines the sensorial 
equipment to be embedded in the robots. Telemetric and contact sensors seem to be 
indispensable, however in an exploration task more complex and powerful sensors must be 
integrated, for example long range lasers or artificial vision systems. 
Extension from a Single-Robot System: it is possible to use an algorithm validated on single-
robot platforms in order to design a cooperative surfaces sweeping algorithm and adding 
the multi-agent perspective. Some of the most efficient approaches comes from single-robot 
solutions. The sweeping strategy must be robust to shape, size and configuration of the 
environment and the obstacles. The good features of a single robot algorithm are usually 
inherited by the multirobot one. 
World Representation: it is indispensable that the system implements a world 
representation model used as tool for task planning; this representation is also going to be 
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one of the final result of the coverage procedure. One of the main goals of a coverage 
algorithm is to create global maps that represent the sweeping area. It is necessary also to 
determine the a priori information that the system must incorporate previous to the 
algorithm execution (i.e. shape and size of the environment and obstacles, self-location, etc.). 
Trajectories: they can be planned (i.e. zig-zag or spirals) or random (systematic border 
elimination). Random trajectories present a high re-sweeping rate although the procedure 
results simple and fast. Planned structured trajectories require higher processing capacity 
but decrease the re-sweeping rates. Zig-Zag or spiral like trajectories implement systematic 
and deterministic navigation procedures, they overcome in efficiency random trajectories 
but imply complex design and a reliable localization system. The indicator of trajectories 
quality is related with the re-sweeping rate expressed as the percentage of the accessible 
surface that is visited more than once. 
Operation Time: a general objective of a cooperative multi-agent system is based in the fact 
that a team of agents must reduce the operation time for the task compared with a single 
entity. 
Completeness: it is mandatory that the system shows a complete coverage of 100% of the 
area, which implies to visit to all the reachable points of the region. 
Competition: with the implementation of competitive relations between the team members. 
It is possible to increase the cooperation level since the assignment of a particular task is 
assigned to the agent that can get a better profit. 
Architecture: at functional level, the agents must own such abilities according with the 
primary objective, the task and the topology of the area. In particular, physical agents must 
have adequate means of locomotion, sensorial systems in order to perform navigation and 
interpretation of the world. Also, communication systems are needed to fulfill the 
requirements previously mentioned. 
Robustness: the system must be robust fulfilling the task and maintaining the operation 
even if there are communications or agents failures. 
A Priori Knowledge: it is desirable that the system does not have any priori knowledge of 
the world, which means that the sweeping algorithm must be robust to the geometry of the 
accessible surface. 
Initial Condition: before starting the task, the system must assume certain minimal 
operational conditions. When structured paths are used, usually some certain conditions as 
the knowledge of the initial position of the other team members are required. 
End Condition: there must be a set of well-defined end conditions of the algorithm in order 
to determine the culmination and the success of the task.  End conditions usually are 
associated to the covering of all the borders of the non-visited areas or the lack of reachable 
unknown points. 

4. BSA coverage algorithm 
The Backtracking Spiral Algorithm was first proposed for a single robot approach 
(Gonzalez, et al., 2005). This algorithm decomposed the accessible surface in regions that can 
be covered by structured spiral paths. Once the basic BSA algorithm is introduced, in this 
chapter, its multirobot extension is presented. 

4.1 Single Robot BSA Algorithm 
The basic BSA algorithm introduced in (Gonzalez, et al., 2005). assures the complete coverage 
of non-occupied cells. The map is represented by a coarse-grain occupancy grid, where cells 
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are of the size of the robot. BSA uses two main concepts: covering of regions using a structured 
spiral-like path and linking of these regions using a backtracking mechanism. The model of the 
accessible surface is constructed incrementally as the robot navigates. Initially, all cells are 
marked as “unkown”. When a cell is covered by the robot, it is marked as a “virtual obstacle”; 
these ones are not accessible to the robot while executing a spiral path. Cells with obstacles, 
even partially occupied ones, are marked as a “real obstacle”. 
Spiral structured paths are formed by concentric rings that generate a continuous path from 
the region’s boundary (nearby obstacles) to a central spiral ending point. Before starting a 
spiral path the robot is placed nearby an obstacle (real or virtual), which is located at its 
Reference Lateral Side (RLS); RLS indicates the relative direction where obstacles have to be 
referenced during the spiral filling procedure. The Opposite Lateral Side (OLS) identifies the 
antipode of the RLS. The following set of reactive rules drive the robot to generate a spiral 
coverage path: 
 

RS1 IF (obstacles_all_around) 
 THEN ending_spiral_point_detected 
RS2 IF (NOT obstacle_in_RLS) 
 THEN turn_to(RLS) and move_forward 
RS3 IF (obstacle_in_front) THEN turn_to(OLS) 
RS4 OTHERWISE move_forward 

 

Remark that the cells already marked as virtual obstacles are considered as real obstacles 
when evaluating the rules. At the end of the algorithm, the virtual obstacles will represent 
non-occupied covered regions. A backtracking mechanism is used to return to areas that 
have not been visited, where a new spiral procedure is performed. Backtracking points (BP) 
are detected and stored during the execution of a normal spiral path: a BP is a cell that could 
be the starting point of a future alternative path. 
At the end of a spiral path, the robot must go to the nearest BP to start a new sweeping 
procedure. The robot builds the shortest path using a distance propagation algorithm; only 
already covered (virtual obstacles) cells are considered to generate the route from the end of 
the current spiral to the best BPs. During this path, the robot traverses only already visited 
cells; they are known to be free ones as they have already been covered.  BSA finishes when 
there is no more possible BP, which means that there are no more uncovered surfaces. 
An example of a typical BSA coverage is shown in Figure 1. Spiral paths are represented by 
continuous lines; notice that spirals starts as open paths nearby the obstacles that finally are 
“trapped”, forming real spiral trajectories, in the concavities formed by obstacles. The paths 
used to go to the BPs are illustrated by doted lines; the BPs are always cells nearby the 
frontier of the already covered areas. 
In the basic algorithm only the cells that are completely free of obstacles are considered as 
accessible. An extension of this algorithm has also been developed that also covers the 
partially occupied cells. In fact, these cells are covered by a wall following procedure during 
the first spiral ring nearby the real obstacles. 

4.2 Multi robot BSA algorithm 
The multi-robot coverage problem is solved using a multi-agent systems (MAS) approach; 
where a robot is seen as an entity that can perceive and modify its environment, and 
communicate with others to fulfill the goals of the system. Assuming such a cooperative and  
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Fig. 1. Example of the basic BSA algorithm. 

concurrent posture allows improving the productivity of each agent, since increasing the 
number of parallel tasks supposes a reduction in the total exploration time. 
The BSA Conceptual framework has been extended to a cooperative multi-agent system 
environment in BSA-CM, where a team of robots, controlled by an agent software, are 
executing a sweeping procedure following the basic rules of BSA. As in the single robot 
algorithm, robots perform spiral paths detecting and marking backtracking points (BPs) in 
the map. When a robot arrives to the ending cell of a spiral path, it negotiates one of the 
remaining BPs. The BP that maximizes a utility function is assigned, and the robot moves to 
this BP and starts a new spiral path procedure. 
In BSA-CM, robots must know the absolute initial position of all team members. This 
condition can be implemented by several methods such as: line of view, fixed positions, 
landmarks, etc. The robots have an identical copy replicated map; as a robot modifies a cell 
in its map, this information is sent to all robots; in this way, the robot team is building and 
sharing the same map in a cooperative way. Each robot is in one of three possible states: 
“inactive”, “spiral” or “return” mode; robots shall know and store the state of every team 
member. Normal communications are considered as “prove of life” in order to determine 
the activity of other robots. 
A potential conflict appears while crossing from one cell to another, as several robots could 
try to get the same cell at the same time. A coordinated reservation mechanism is used to 
avoid this problem, just before traveling to the next cell, each robot broadcasts a message 
that includes its state, information about its current position in the map, recently discovered 
BPs and the next cell that is going to be reached. As in this case, all the communicative acts 
in the cooperative system will concern to all team members. Robots also reserve BPs once 
they are assigned after the negotiation process succeeds. In coverage, the main conflicting 
resource is the physical space, death lock situations can appear when the cell to which a 
robot goes is occupied or reserved by other robot. A real blocking condition will appear only 
in corridors or halls when both robots are in “return” mode. To solve these conflicts a role 
exchange procedure has been implemented. 
The designed negotiation mechanism allows robots to identify the nearest backtracking 
points, which reduces navigation time, processing and use of resources such as energy. A 
robot initiates a negotiation process as soon it reach the end of a spiral path. The selection to 
find the best backtracking point (BBP) available, that the robot will try to negotiate, is made 
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by means of a simulation of the estimated cost of travelling from the cell where the spiral 
path has finished to the candidates BPs. This simulation procedure is done only once using 
the current map; all the candidates BPs are ordered based on this estimated cost function 
and stocked in a list. Then, the bidding process starts, the goal is to determine if the cost to 
reach the particular BBP, the first BP on the list, is smaller than the estimated cost of any 
other robot to reach this BBP. If this is the case, the robot that initiates the negotiation 
obtains the lower cost, it will win the right to cover the BBP and the region around it. On the 
contrary, if the cost is greater, the bidder must select its next available best BP and starts the 
negotiation again. If the negotiation of the entire candidates of BP fails, the bidder robot 
shall select the nearest BP in order to avoid inactivity. 
In order to initiate the negotiation, the bidder sent to all the other n-1 robots a message that 
includes the BPP and its estimated cost.  Once these messages have been sent, the bidder 
starts a timeout counter and waits for one of these three possible situations: 
a. n-1 “approval” messages have been returned (n is the number of active robots). 
b. 1 o more “deny” messages arrived, which means that a smaller cost has been detected 

by another robot. 
c. a timeout event occurs, which implies that at least one robot of the team has failed to 

answer in a reasonable time; in this case, it will be assumed that the backtracking point 
in negotiation is the best choice for the bidder robot. 

During a negotiation process, the robots in “return” mode shall give automatic “approval” 
since its current BP assignment corresponds to the best choice available for them; in other 
words, a robot that is just trying to get a BP that has won during a recent negotiation process 
does not participate in a new auction initiated by another robot. The cost estimation for the 
other robots, those in “spiral” mode, is based on an optimistic assumption. First, the cost to 
finish the actual spiral path is evaluated by a simulation procedure that assumes all the 
unknown cells as non-occupied; then, the Manhattan distance from the simulated spiral end 
point to the BP in negotiation is calculated. The total estimated cost is the sum of these two 
partial costs. If this total cost is smaller than the one estimated by the bidder, the robot 
answers with a “deny”, otherwise it gives an “approval”. 

5. Validation of BSA-CM in a simulation context 
The validation of the cooperative model includes the implementation of BSA-CM in a multi-
agent platform. An experimental protocol has been designed and applied in order to 
characterize the correctness of the extended multirobot BSA algorithm. 

5.1 Implementation of BSA-CM in a multiagent platform 
The system is implemented in JAVA over a multi-agent framework called BESA, which 
includes real time operation, multitasking, multithread and a continuous space robot 
simulator with uncertainly. 
BESA is based in three fundamental concepts: an event-driven control approach 
implementing a select like mechanism, a modular behavior-oriented agent architecture, and 
a social-based support for cooperation between agents. The BESA architecture is composed 
of three levels: agent level, social level and system level. The internal architecture of an 
agent integrates two important features: a modular composition of behaviors and an event 
selector mechanism as shown in the figure 2. 
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Fig. 2. General internal architecture of an agent in BESA. 

The MAS for BSA-CM includes only one type of agent role, called “Explorer”. In order to 
identify the agent internal behaviors, as well as the events associated to those behaviors, it is 
necessary to define the goals of the agent. 
In the “spiral” mode, the robot objectives are: 
a. to complete a spiral path following the simple exploration rules of  BSA. 
b. to identify and mark in the map: real obstacles, backtracking points (non-occupied cells 

in the OLS), and virtual obstacles (already covered cells). 
c. to initiate a negotiation when a spiral path is finished. 
In the “return” mode, the robot objectives are: 
a. to select a return route through the cells previously visited. 
b. to arrive to the selected BP avoiding obstacles. 
c. to detect and solve corridor conflicts. 
Once the particular objectives have been identified, it is possible to construct a diagram of 
internal modules (behaviors) and interactions of the explorer agent. This model intends to 
control the robot in a real time environment by executing several concurrent behaviors in a 
parallel way. The architecture of the AgentExplorer is shown in figure 3. 
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Fig. 3. Cooperative Architecture of AgentExplorer. 

The internal architecture, based on a multi-agent approach, is designed to accomplish the 
agent objectives. It includes a main control behavior which organizes the internal interactions, 
sets the robot states and evaluates the BSA rules. It also includes one adapter to control the 
robot actuators and other adapter to acquire and manage information coming from the 
sensors. Additionally, each agent has several behaviors in charge of the following procedures: 
map marking, arriving to a cell centre detection, negotiation and simulation of spiral paths 
involving in the biddings, monitoring of stop conditions, detection of conflicts, and 
management of communications. For each defined event, a guard procedure is programmed: 
GuardBSAControl: is in charge of controlling the correct execution of the algorithm. 
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GuardMapMaker: marks the maps by processing the sensor information and verifying stop 
conditions. 
GuardCenter: checks the position of the agent periodically in order to broadcast the required 
information at every cell´s centre, before crossing to the following cell. 
GuardNegotiation: negotiates the BPs and builds a return path once a backtracking point is 
reseved. 
GuardSimulator: simulates a spiral and determines the cost for a negotiated BP. 
GuardBroadcast: will send all messages concerning the team. 
GuardRxCommunications: is in charge of receiving the information from other agents; it 
also calls the appropriate functions to treat the incoming events and information. 
GuardWatchColision, GuardRobotAdapter and GuardSensor-Adapter: will supervise the 
contact sensors, actuators and telemetric sensors respectively. 
According to the internal robot cooperation model described in the previous section, is its 
necessary to identify the different messages, modeled as events, exchanged by the agents. In 
Table 1, each event type and the attached information to it is described. 
 

EVENT WHEN DATA
Anouncement_Mov Before a movement to the next cell Send_State

Send_Next_Cell
Anouncement_VO At arriving of any cell center Send_State

After evaluate it Send_Actual_Position
New robot state if it changes

Anouncement_BP as identified after the respective analysis Send_BeachID
Send_BP

Anouncement_Colision In a collision Send_State
Send_Real_Obstacle

INIT_SIMULATION At the end of a spiral path Request_BP
ID_Negot_Initiator
Send_Cost

DENNY At the end of a cost simulation Send_Denny
If my cost is less than the negotiated one. ID_Negot_Initiator

Send_BeachID

APPROVE At the end of a cost simulation Send_Approve
If my cost is grater than the negotiated one. ID_Negot_Initiator

Send_BeachID
Reserve_BP when aprove_total is received ID_Robot

Send_BP_reserved

Reset_Reservation My cost for a BP in negotiation is less Clear_Reserva_BP
I am un RETURN ID_Negot_Initiator
After winning a negotiation

Total_Approve After receive n-1 approves or Send_Total_Approve
After time out in negotiation ID_Robot_Ofertante
No more BP to negotiate

Conflict Conflict detected in RETURN Conflict_Anouncement
My next cell y reserved ID_Robot_In_Conlfict
Tho other robot is in Conflict ID_Conlfict_Initiator

Conflict_Confirmation Once ID is verified Confirm_Conflict
After verify the robot´s cell  

Table 1. Event messages exchanged between robot agents. 
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5.2 Test and results 
The performance of the algorithm was tested in a simulation environment using 20 
“worlds” with different shape, complexity and granularity previously designed in order to 
test basic BSA as proposed in (Gonzalez, 2005). Each test is compared with the results in the 
same “world” covered by a single robot. Tests are performed also with the robots starting in 
two different initial positions: (a) parallel fashion - aligned close to each other and with the 
same heading - and (b) random distributed initial positions over the accessible surface. 
The initial parallel positions can be achieved easily by real robotic platforms; this approach 
represents a low cost alternative to know the initial state of the robots. Figure 4 presents one 
of the test worlds with initial parallel positions. 
Tests in each world were performed adding one robot at a time to the team until the average 
time of coverage is higher than the previous simulated case; in other words, the number of 
robots is incremented progressively until the task performance does not improve anymore. 
 
 

 
 

Fig. 4. Typical simulation “world” with parallel initial positions. 

Total Time: is the average between all exploration times in each map. The average 
exploration time in all words with 1, 2, 3, 4, 5 and 6 robots is shown in figure 5. It can be 
noted a significant reduction of operating time with 2 robots and 3 robots. Adding members 
to the team reduces the time. Test with 6 robots in parallel initial positions increases the total 
time due to obstructions between the agents. The improvement of the performance depends 
on the number of robots but also on the nature and size of the world. 
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Fig. 5. Time of exploration results. 
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Fig. 6. Total Coverage Percentage results. 
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Fig. 7. Average Multi-Sweeping Percentage results. 

Coverage: the percentage of covered cells is presented in figure 6. It was observed that in 
some cases, the robots tend to group in the same zone at the end of the algorithm, causing 
conflicts and obstructions. 
Average of Multi-Sweeping: multi-sweeping shows the number of cells that are covered 
more than once. Multi-sweeping is expected because the return paths are constructed over 
visited cells. The average multi-sweeping percentage (figure 7) is higher in the parallel 
initial position case as robots finish their first spiral sooner, causing the execution of more 
return paths. 
Conflict Management: As a cooperation indicator, the conflict resolution rate indicates the 
number of conflicts treated in the execution of the algorithm. In most of cases, this indicator 
is near to 100%. 
Task Distribution: it is represented by the ratio of covered cells for each robot and the total 
available cells divided by the number of robots. The average of indicators is near to 1 in all 
cases, which means that the algorithm is efficient in the task distribution (figures 8a and 8b). 

6. Final discussion 
In order to cover the entire accessible surface, a sweeping algorithm must eliminate 
systematically all the known frontier by driving the robot to explore and eventually cover 
the non-visited regions adjacent to this frontier. Structured trajectories tend to provide a 
more efficient covering procedure, in terms of reducing the multi-sweeping rate; they also 
guarantee the detection of the uncovered points nearby the known frontier. 
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Fig. 8. Average Task Distribution in (a)Parallel and (b) Distributed initial positions. 

BSA-CM achieves the deployment of the team all over the exploration area by means of 
backtracking point assignation using the described negotiation mechanism. In fact, robots 
will be ready to reserve the nearest missions. In this first version of BSA-CM, only 
homogenous agents have been used; however, it will be easy to extend the algorithm to deal 
with a team of heterogeneous robots. Coordination and collaboration have been 
implemented by the proposed distributed mechanism for task assignation. The existence of 
a task for conflict supervision allows detecting conflicts at early stages, and the mechanism 
of “role exchange” solves these deadlock situations. 
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From the point of view of the proposed agency model, the agents are modeled as 
autonomous entities, which are (a) proactive since they work continuously to achieve their 
goals following a spiral path or executing a return path, (b) cooperative since the agent's 
goals depend on team's goals, and (c) each member of the team have a role which defines 
agent’s responsibilities and partial temporal goals. The system develops relations with the 
environment and other agents since each robot interact with the world by means of its 
sensors and elaborate communicative acts with clear semantics in the application context to 
inform new discoveries in the coverage task. Cooperation under this agency model is 
evidenced since the purposes of the semantic interactions are task allocation, 
synchronization between agents and conflict identification and resolution. The protocols 
designed for the interaction allow the agents to have well-formed conversations including 
enough information and optimization of the communication channel. In fact, messages in 
BSA-CM include negotiation of BPs, cell entry protocols and role swapping. 
From the point of view of the proposed cooperation model, there are three main aspects to 
be analyzed: task allocation understood as collaboration, synchronization understood as 
coordination, and conflict resolution. Collaboration is present as BSA-CM implements a 
decomposition of the coverage task in simple regions covered by each agent using spiral 
paths starting from assigned BPs; the negotiation mechanism allows to select the best robot 
for each particular available BP. Evidence of synchronization is present in the shared 
replicated map which is constructed incrementally and synchronized as the robots perform 
their particular spirals. The messages include relevant information via multicast about 
obstacles and new BPs. Finally, conflict resolution, where the physical space is the 
conflictive resource, is present in the cell reservation mechanism, which only allows one 
robot in a cell at any moment; this solution also gives to the agents the possibility of 
planning future movements taking into account all the team members’ actions. Besides, 
when a deadlock in return paths is presented as corridors, the system implements a role 
exchange protocol which solves the space conflict. 
The use of an optimistic cost function in the BP negotiation produces relations of competence 
between the robots. The use of a greedy decision approach generates a greater benefit for the 
agent in particular and also for the team in general. Robustness, understood as the fulfillment 
of the task even if there are communications or agent failures, is also assured; in these 
conditions, the coverage will be performed by all the active robots all over the area; 
experiments have demonstrated this behavior when there is no communications at all. 
Future work includes a complete evaluation of BSA-CM using real robot platforms. Then, 
the algorithm must be extended to cover also partially occupied cells in a similar way as the 
basic BSA extension does. Moreover, as the decision of classifying a cell as occupied or free 
can generate differences between the readings, it is required a method to assign a value of 
certainty to a particular cell - by means of Bayesian updating model (Martin & Moravec, 
1996) for example. It is also important to compare the requirements and indicators with 
other multi-robot coverage algorithms. 
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1. Introduction

With the development of robotic technology, the application areas of robots have been greatly
widened. The robots may serve as assistants (Elena et al., 2004), rescuers (Robert & Arvin,
2003) and explorers (Schenker et al., 2003). In many cases a multi-robot system has to be
used, since many tasks cannot be completed with a single robot and multi-robot system can
finish the tasks much more efficiently. As in a single robot system, knowing their relative
positions and their global positions in the environment are the preconditions for performing
tasks and coordination. Since a robot can determine the location of another robot relative
to its own when they see each other, both robots can refine their internal beliefs based on
the other robot’s estimate. In this way cooperative localization of multiple robots can greatly
improve the localization precision and efficiency (Fox et al., 2000; Trawny et al., 2009). An
area that has received some attentions in the single-robot case and very little attention in the
multi-robot case is active localization (Fox et al., 1998). In active localization, the robot(s)
may actively choose actions so as to aid in localization. Active localization has the potential
to increase the speed and accuracy of localization further. In this chapter a mechanism of
making robots coordinate their action actively during localization is proposed. In order to
determine the exploration strategy, the ability to stably track multi-hypotheses of the robot’s
own position and his partners’ positions is very important in active localization. However
using traditional particle filters for localization tends to produce premature convergence, i.e.
the hypothesis represented by particle filters converge to a small area of the state space with
high likelihood too quickly. To overcome this problem a new version of particle filters termed
co-evolution particle filters (CEPF) is proposed. Another problem of using particle filters in
multi-robot localization system is the communication problem. When several robots want to
share their estimates they have to transmit a large set of samples from one robot to another, so
a great bandwidth is needed. To solve this problem the reduced set density estimator (RSDE)
(Girolami & Chao, 2003) is used to estimate the density over robots’ pose, so that only a small
sub-set of the original samples should be transmitted between robots, which can reduce the
communication data considerably.

2. Related works

2.1 Robot localization
Localization is a basic problem of mobile robot systems. Whenever the robots explore
in an unknown environment or a known one, determining their own positions is of
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great importance for them. Localization in unknown environments is called simultaneous
localization and mapping (SLAM) (Dissanayake et al., 2001; Guivant & Nebot, 2001; Dasvison
& Murray, 2002), whose purpose is to estimate the pose of robot so as to build a consistent map
of the environment. The most popular method for SLAM is extended Kalman filter (EKF).
Cooperative simultaneous localization and mapping (CSLAM) in multi-robot system has also
been studied in recent years (Fenwick et al., 2002; Wu et al., 2009; Gil et al., 2010) . Compared
with SLAM of single robot system, CSLAM can improve the mapping efficiency and
localization precision based on the information sharing. Localization in known environment
can be divided into two sub-problems: pose tracking and global localization. In pose tracking,
the initial robot pose is known, and localization seeks to identify small, incremental errors in
a robot’s odometry. Global localization is a more challenging problem, in which the robot
is required to estimate its pose by local and incomplete observed information under the
condition of uncertain initial pose. Most recently, several approaches based on probabilistic
theory have been proposed for global localization, including grid-based approaches (Burgard
et al., 1996), topological approaches (Dayoub & Duckett, 2008; Kaelbling et al., 1996), particle
filters (PF) based approaches (Dellaert et al., 1999) and multi-hypothesis tracking (Jensfelt
& Kristensen, 2001). Since exploring actively can get more useful information for global
localization, several methods for active localization in single robot system are proposed: a
method using entropy to evaluate the utility of the robot’s action was proposed (Hongjun
& Shiyeyuki, 2002), Jensfelt proposed a active localization method with a topological map
(Jensfelt & Kristensen, 2001) and a method based on Bayes network was proposed for sensor
planning in localization (Kaelbling et al., 1996). In multi-robot system, the ability to exchange
information is particularly attractive in global localization, in which the fusion of information
can reduce the uncertainty in the estimated location. Particle filters are applied to localization
in multi-robot system (Fox et al., 2000). But it is a passive localization method with no
mechanism for the robots to actively determine their locations. In this paper we mainly
discuss the active localization of multi-robots in a known environment based on a new version
of particle filters.

2.2 Particle filter
Over the last years, particle filters have been applied successfully in many areas for state
estimation (Doucet et al., 2000; Arulampalam et al., 2002). The key idea of particle filters is
to represent the posterior density with a set of weighted samples. Particle filters include the
following three steps:

– Re-sampling: resample N samples randomly from sample set St−1 , according to the
distribution defined by weights of samples wt−1;

– Importance Sampling: sample pose x(j)
t from p(xt|x(j)

t−1,ut−1) for each of the N possible

pose x(j)
t−1, and evaluate the importance factor w(j)

t = p(yt|x(j)
t ).

– Summary: normalize the importance factors w(j)
t = w(j)

t / ∑
N
k=1 w(k)

t ; and calculate the
statistic property of sample set St to estimate the pose of the robot.

By representing probability densities with samples and using the sequential Monte Carlo
importance sampling (Arulampalam et al., 2002), particle filters can represent non-linear and
non-Gaussian models well and especially can focus the computational resources on regions
with high likelihood, where things really matter. Particle filters have been successfully used
in single robot localization (Dellaert et al., 1999) and have also been tried for multi-robot
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localization (Fox et al., 2000). But using traditional particle filters for multi-robot localization
has some shortcomings. Since samples are actually drawn from a proposal density, if the
observation density moves into one of the tails of the proposal density, most of the samples’
non-normalized importance factors will be small (Doucet et al., 2001). So a large sample size
is needed to represent the true posterior density to ensure stable and precise localization.
However in multi-robot cooperative localization, since all the samples should be transmitted
from one robot to another, large sample size will not only lead to a heavy computational
burden but also a heavy communication burden. Another problem of particle filters is that
samples often converge to a single, high likelihood pose too quickly. In active localization
this will not only lead to erroneous localization but also lead to inefficient exploration
strategy. How to improve efficiency and to prevent premature convergence of particle
filters are the key concerns of the researchers. To make the samples represent the posterior
density better, Thrun et al. proposed mixture-MCL (Thrun et al., 2001), but it needs much
additional computation in the sampling process. To improve the efficiency of MCL, a method
adjusting sample size adaptively over time has been proposed (Fox, 2003), but it increases the
probability of premature convergence. Although clustered particle filters are applied to solve
premature convergence (Milstein et al., 2002), the method loses the advantage of focusing
the computational resources on regions with high likelihood because it maintains the same
sample size for all clusters.

3. Dynamic architecture of cooperative localization

We assume that robots can determine their relative positions when they see each other. And
the relative positions between robots will also be updated according to their motion model for
some time after one robot disappears from the sight of the other robots. Our active localization
approach utilizes a dynamically evolving coordination architecture. At each point of time, the
state of the system can be summarized by a graph structure where the nodes are individual
robots and the edges represent the relationship between robots (see Fig.1). An isolated node
represents that the robot doesn’t know its relative positions to the other robots and cannot
communicate with the other robots, in this case the robot tries to determine its global position
by itself as in a single robot system. Another kind of relationship between robots is that
they do not know their relative positions but they can communicate with each other, which
is represented by dotted line in Fig.1 (for example robot 2 and robot 3). In this case there
may be several hypotheses of their relative positions. In order to actively verify their relative
positions, the two robots are arranged to meet each other at a rendezvous point. As is shown
in the left picture of Fig.1, robot 2 will manage to meet robot 3 so as to determine its position
using the information gotten by robot 3. If the robots fail to meet, the hypothesis will be
rejected and they continue to select the other hypothesis to verify. A key sub-structure of our
architecture is the connected group indicated by the shade areas in Fig.1. In the connected
group, two robots that know their relative positions and can communicate with each other are
connected with a solid line. The robots in a connected group can fuse their sensor information
to improve the precision of localization. And each group determines one robot as a leader to
be responsible for coordination of their exploration (for example robot 4 and robot 9). But if
the poses of the robots in a connected group are merged to form a single state for coordination,
it is infeasible for a small number of robots due to the too high dimensional state space. So a
hierarchical structure is proposed in which each robot maintains its own belief function, i.e.
the information of its position estimated by other robots will be fused by each robot itself.
Only several summarized hypotheses of their global positions will be transmitted to their
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Fig. 1. The dynamic relationship between robots

leader, and the leader will estimate the most likely positions where the robots are located.
Then the leader will choose an action for each robot to maximize utility-cost trade-off of
the group. The active coordination structure of multi robots is shown in Fig.2. In order to
reduce the communication data between robots, a density estimator is used before the data
transmission.

Fig. 2. Multi-robot active localization architecture

4. Cooperative localization based on co-evolution particle filters

In this section we discuss multi-robot localization based on a new version of particle filters
called co-evolution particle filters (CEPF). In the first sub-section we present co-evolution
particle filters; in the second sub-section, the algorithm of cooperative localization of multiple
robots based on CEPF is described, in which an efficient communication mechanism is
proposed to reduce the data that should be transmitted between robots.

134 Multi-Robot Systems, Trends and Development



Cooperative Global Localization in Multi-robot System 5

4.1 Co-evolution particle filters
In order to satisfy the needs of the dynamic architecture of active localization and overcome
the limitations of particle filters, samples are clustered into groups which are also called
species. And a co-evolutionary model derived from the competition of ecological species
is introduced to make the species evolve cooperatively, so the premature convergence can be
prevented. And genetic operators are used for intra-species evolution to search for optimal
samples in each species. So the samples can represent the desired posterior density better, and
precise localization can be realized with a small sample size. The improved version of particle
filters is termed co-evolution particle filters (CEPF).
1) Inter-Species Competition
The concept of co-evolution is derived from ecologic science. In ecology, much of the early
theoretical work on the interaction between species started with the Lotka-Volterra model of
competition (Shang & Cai, 1996). The model itself was a modification of the logistic model of
the growth of a single population and represented the result of competition between species
by the change of the population size of each species. It is simple and easy to use the model
although it could not embody all the complex relations between species and it has been
accepted by most of the ecologists. In this paper, Lotka-Volterra model is merged into particle
filters to solve the premature problem of particle filters. Let us assume the samples of the

r-th robot can be clustered into Ω
(t)
r species (clusters) at time t. Inspired by ecology, when

competing with other species the population growth of species can be modeled using the
Lotka-Volterra competition model. The Lotka-Volterra competition model for two species,
which are denoted using species 1 and species 2, includes two equations of population growth,
one for each of the two competing species.

dN(1)
r

dt
= η

(1)
r N(1)

r (1− N(1)
r + α

(12)
r N(2)

r

K(1)
r

) (1)

dN(2)
r

dt
= η

(2)
r N(2)

r (1− N(2)
r + α

(21)
r N(1)

r

K(2)
r

) (2)

Where η
(1)
r and η

(2)
r are the maximum possible rates of population growth, N(1)

r and N(2)
r are

the population sizes, K(1)
r and K(2)

r are the upper limit of population size the environment

resources can support of species 1 and species 2 respectively, and α
(12)
r refers to the impact

of an individual of species 2 on population growth of species 1. Actually, The Lotka-Volterra
model of inter-specific competition also includes the effects of intra-specific competition on

population of the species. When α
(12)
r or N(2)

r equals 0, the population of the species 1 will
grow according to the logistic growth model which models the intra competition between
individuals in a species. These equations can be used to predict the outcome of competition
over time. To do this, we should determine equilibria, i.e. the condition that population

growth of both species will be zero. Let dN(1)
r /dt = 0 and dN(2)

r /dt = 0. If η
(1)
r N(1)

r and

η
(2)
r N(2)

r do not equal 0, we get two line equations which are called the isoclines of the species.
They can be plotted in four cases, as are shown in Fig. 3. According to the figure, there are

four kinds of competition results determined by the relationship between K(1)
r , K(2)

r , α
(12)
r and

α
(21)
r .
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1. When K(2)
r /α

(21)
r < K(1)

r ,K(1)
r /α

(12)
r > K(2)

r , species 1 will always win and the balance point

is N(1)
r = K(1)

r ,N(2)
r = 0.

2. When K(2)
r /α

(21)
r > K(1)

r ,K(1)
r /α

(12)
r < K(2)

r , species 2 will always win and the balance point

is N(1)
r = 0,N(2)

r = K(2)
r .

3. When K(2)
r /α

(21)
r < K(1)

r ,K(1)
r /α

(12)
r < K(2)

r , they can win each other; the initial population
of them determines who will win.

4. When K(2)
r /α

(21)
r > K(1)

r ,K(1)
r /α

(12)
r > K(2)

r , there is only one balance point and they can
coexist with their own population size.

For an environment that includes Ω species, the competition equation can be modified as:

dN(i)
r

dt
= η

(i)
r N(i)

r (1−
N(i)

r +
Ω

∑
j=1,j �=i

α
(ij)
r N(j)

r

K(i)
r

). (3)

(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

Fig. 3. The isoclines of two co-evolution species

2) Intra-Species Evolution
Since genetic algorithm and particle filters have many common aspects, Higuchi(Higuchi,
1997) has merged them together. In CEPF the genetic operators, crossover and mutation,
are applied to search for optimal samples in each species independently. The intra-species
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evolution will interact with inter-species competition: the evolution of individuals in a species
will increase its ability for inter-species competition, so as to survive for a longer time. Because

the observation density p(o(t)r |x(t)r ) includes the most recent observed information of the robot,
it is defined as the fitness function. The two operators: crossover and mutation, work directly
over the floating-points to avoid the trouble brought by binary coding and decoding. The
crossover and mutation operator are defined as the following: Crossover: for two parent

samples (x(t)r1 ,w(t)
r1 ), (x(t)r2 ,w(t)

r2 )from the samples of a species of the r-th robot. The crossover
operator mates them by Equation 4 to generate two children samples.

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

x′(t)r1 = ξx(t)r1 + (1− ξ)x(t)r2 ,
x′(t)r2 = (1− ξ)x(t)r1 + ξx(t)r2 ,
w′(1)r = p(o(t)r |x(t)r1 ),
w′(t)r2 = p(o(t)r |x(t)r2 ).

(4)

Whereξ ∼ U[0,1], and U[0,1]represents uniform distribution. And two samples with the
largest importance factors are selected from the four samples for the next generation.

Mutation: for a parent sample (x(t)r1 ,w(t)
r1 ) from the samples of a species of the r-th robot, the

mutation operator on it is defined by Equation 5.
{

x′(t)r1 = x(t)r1 + τ,
w′(t)r1 = p(o(t)r |x(t)r1 ).

(5)

Where τ ∼ N(0,Σ) is a three-dimensional vector and N(0,Σ) represents normal distribution.
The sample with larger importance factor is selected from the two samples for next generation.
In CEPF, the crossover operator will perform with probability pc and mutation operator will
perform with probability pm. Because the genetic operator can search for optimal samples,
the sampling process is more efficient and the number of samples required to represent the
posterior density can be reduced considerably.
3) Splitting and Merging of Species
We assume the samples of the r-th robot are clustered into Ω

(t)
r species at time step t and

each sample is a n-dimensional point. Samples of the i-th species S(t)
ri = {(ix

(t)
rj , iw

(t
rj)|j =

1, · · · , N(i)
r } are contained in a sub-domain D(i)

r which is an hypercube of the state space.

If the sub-domains of two species such as sub-domain D(i)
r and D(j)

r cover each other, the
two species will be merged and the their corresponding sub-domain will also be merged.
We call this the merging process. Let us assume there are Ω

′(t)
r species after the merging

process. In the splitting process the sub-domain D(i)
r of the i-th species is partitioned into

small hyper-rectangular grids of equal size. And samples in the i-th species are mapped into
the grids. The weight of each grid is the average importance factor of the samples that fall in
it. A threshold T = μis used to classify the grids into two groups; here the coefficientμ ∈ (0,1).
Grids with weight larger than T are picked out to form a grid set V. Using the network defined
through neighborhood relations between the grids, the set V is divided into connected regions

(i.e. sets of connected grids). Assuming there are B(i)
r connected regions, these connected

regions are used as seeds for the clustering procedure. A city-block distance is used in the
network of grids. As in image processing field, the use of distance and seeds permits to define
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influence zones, and the boundary between influence zones is known as SKIZ (skeleton by

influence zone) (Serra, 1982). So the sub-domain D(i)
r will be split into Bi

r parts. This process

will perform for each species and the number of species of t+1 step is Ω
(t+1)
r = ∑

Ω
′ (t)
r

i=1 Bi
r. The

merging and splitting process is shown in Table 1.

Input: Ω
(t)
r species of time step t;

Output: the new Ω
(t+1)
r species;

1. Ω
′(t)
r := Ω

(t)
r ;

2. for all species do

3. if D(i)
r and D(j)

r cover each other;

4. merge(S(t)
ri ,S(t)

rj );

5. Ω
′(t)
r := Ω

′(t)
r − 1; // Update the number of species

6. end if

7. end for

8. Ω
(t+1)
r := 0;

9. for i := 1 to Ω
′(t)
r do //Split the species

10. split the domain D(i)
r into grids;

11. calculate the weight of each grids;

12. select the grids whose weight larger than T to form set V;

13. calculate B(i)
r ; //the number of connected regions in V

14. split Dj
r into B(i)

r sub-regions and samples in each sub-region form a new species;

15. Ω
(t+1)
r := Ω

(t+1)
r + B(i)

r ; //Update the number of species;

16. end for

17. end

Table 1. Merging-splitting process of species

4.2 Cooperative localization based on CEPF
Multi-robot localization is to integrate measurements taken at different platforms. The
simplest way for integrating the information from different platforms is to maintain a single
state for all the robots i.e. if there are R robots the state of the system will be of 3R dimension.
But using particle filters for state estimation the dimension of state of the system should be
small, thus estimating the distribution of the pose of all the robots is infeasible for a few robots.
So a distributed representation is used in our system similar to the approach proposed by Fox
(Fox et al., 2000), in which each robot maintains its own belief function that models its own
uncertainty. The posterior of position is given by:

p(x(t)1 , · · · , x(t)R |d(t)) = p(x(t)1 |d(t)) · · · · · p(x(t)R |d(t)), (6)

Where R is the number of the robots, d(t)is the data items collected by all robots up to time
t. The distributed representation enables the estimation of the posteriors to be conveniently
carried out locally on each robot. When thel-th robot knows the position of the r-th robot
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relative to itself, information is transmitted from the l-th robot to the r-th robot and integrated
in the following way:

p(x(t)r |d(t)) = p(x(t)r |d(t)r )p(x(t)r |d(t)l )

= p(x(t)r |d(t)r )
∫

p(x(t)r |x(t)l ,o(t)lr )p(x(t)l |d
(t)
l )dx(t)l .

(7)

Where o(t)lr is the relative positions between the two robots estimated by the l-th robot. Two

cases are considered in the calculation of o(t)lr : (1) the l-th robot can see the r-th robot; (2) the

r-th robot has just gone out the eyesight of the l-th robot. In the first case, o(t)lr is observed by

the l-th robot, and p(x(t)r |x(t)l ,o(t)lr ) is the detection model of the l-th robot. In the second

case, o(t)lr is calculated using their odometry data. Since the relative positions of the two
robots according to their odometry data are much more certain than the global positions, the
information of their relative positions is used to refine their global positions. In both cases

p(x(t)r |x(t)l ,o(t)lr ) is learned from data. CEPF can be applied to solve Equation 7. Since samples

in S(t)
r and S(t)

l are drawn randomly, it is not straightforward to establish correspondence

between individual samples in p(x(t)r |d(t)r ) and
∫

p(x(t)r |x(t)l ,o(t)lr )p(x(t)l |d
(t)
l )dx(t)l . And the

sample set which represents the position of the r-th robot in the eyes of the l-th robot will
be transmitted from the l-th robot to the r-th robot. If the sample size is large, a too wide
band is needed for communication. These problems can be solved, if we turn the discrete
density represented by a large set of samples into continuous density function represented
by much fewer parameters or a small sub-set of samples. This can be implemented by many
density estimation methods such as Gaussian mixture density estimation, SV based density
estimation. But density estimation is a time- consuming process, in order to satisfy the real
time requirement we choose reduced set density estimator (RSDE) (Girolami & Chao, 2003).
RSDE is a kernel-based density estimator which is optimal in L2 sense. The advantage of RSDE
is that it only requires O(n2) optimization routines to estimate the required kernel coefficients,
but the SV based method requires O(n3) optimization routines. The general form of density
estimation using a sample set with N samples can be denoted as:

p̂(x; h,γ) =
N

∑
i=1

γiκh(x, xi) (8)

Where κh(x, xi) are kernel functions, and γ are weighting coefficients and h is the window
width. For a fixed window width h, process of estimation in RESDE is to find the parameters
γ̂ which provides the minimum integrated squared error (ISE):

γ̂ = argmin
γ

∫
Rd |p(x)− p̂(x; h,γ)|2dx

= argmin
γ

∫
Rd p̂2(x; h,γ)dx− 2Ep(x){ p̂(x; h,γ)} (9)

Where
∫

Rd p2(x)dx has been dropped from the above due to its independence of the
γgarameters and Ep(x){ p̂(·)} denotes the expectation with respect to the desired density p(x).
Equation 9 can be represented in the following form:

γ̂ = argmin
γ

N

∑
i,j=1

γiγj

∫
Rd

κh(x, xi)κh(x, xj)− 2
N

∑
i=1

γiEp(x){κh(x, xi)} (10)
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Since the required optimization of ISE will cause many of the γiterms to be driven to zero, the
desired density can be presented with a small sub-set of samples. An example of density
estimation based on RESDE is shown in Fig. 4, in which the density represented by 500
samples shown in Fig.4(a) can be estimated using 90 samples shown in Fig.4(b). Suppose
the position of the r-th robot estimated by the l-th robot is represented by l Nr samples
lS(t)

r = {(l x(t)rj , lw(t)
rj )|j = 1, · · · , l Nr} after using RSDE, the algorithm of cooperative localization

is shown in Table 2.

(a) Original samples (b) Sub-set of samples after density estimation

Fig. 4. Density estimation based on RDSE

5. Decision-theoretic active localization

In this section we propose a strategy based on decision theory to coordinate the robots actively.
For a robot that is in a connected group, the strategy includes two steps. In the first step, the
leader of a connected group will determine the position of the group (i.e. the most likely
position of the robots) according to summarized global position hypotheses of robots in the
group; in the second step, each robot will generate several candidate actions according to the
position of the connected group and the utility and cost of the actions are calculated, then the
leader will solve the conflictions between robots and choose the next action for each robot so as
to maximize the utility-cost trade-off. For a robot that is not connected with any other robots,
it will summarize its global position using the species with the largest average importance
factor, and will explore actively taking itself as the leader.

5.1 Position estimation of the connected group
In multi-robot cooperative localization based on CEPF, each species represents a hypothesis
of the position of the robot. In order to estimate the position of the connected group, the
summarized hypotheses of positions and the relative positions between robots are transmitted
to their leader. And the position of the leader will be estimated according to the information
from other robots. Suppose the leader of a group is the l-th robot and the r-th robot is
a member under its leadership. The probability that the leader will be in the position

represented by the hypothesis h(t)li according to the data collected by the r-th robot and the
relative positions between them can be represented by the following equation:

p(h(t)li |d
(t)
r ) =

Ω
(t)
r

∑
j=1

p(h(t)li |h
(t)
rj ,o(t)rl )p(h(t)rj |d

(t)
r ) (11)
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Input: NULL

Output: the position hypotheses summarize from the species;

1. cluster samples into Ω
(0)
r species,dN(i)

r /dt := 0 and t:=1; //Initialization

2. for i:=1 to Ω
(t)
r do

3. S(t)
ri := φ ;

4. normalize importance factors of species i ; // Importance factor normalization

5. N(i)
r := max(N(i)

r + dN(i)
r /dt,0) //Calculate the sample size

6. resample N(i)
r samples from S(t−1)

ri ; // Resampling from species i

7. for j:=1 to N(i)
r do // Importance sampling

8. sample ix
(t)
rj from p(xt|ix(t−1)

rj ,u)
t−1; // Predict next state using motion

9. iw
(t)
rj := p(o(t)r |ix(t)rj ); // Calculate importance factor

1. S(t)
ri = S(t)

ri ∪ (ix
(t)
rj , iw

(t)
rj ) //Incorporate the sample to S(t)

ri

10. end for

11. intra-species evolution of sample set S(t)
ri ; // Intra-species evolution

12. end for

13. if the r-th robot should send information to the l-the robot

14. estimate the state of the l-the robot and perform density estimation;

15. end if

16. if the robot receives the position information estimated by the l-th robot ;

17. Merge the information from the l-th robot;

18. end if

19. if not end

20. t = t+1 goto step 2;

21. end.

Table 2. Cooperative localization of multi robots based on CEPF

Where h(t)li is a hypothesis of position summarized by the species i of the l-th robot, h(t)rj is a

hypothesis of position summarized by the species j of the r-th robot, Ω
(t)
r is the number of

species of the r-th robot, o(t)rl is the relative position between the l-th robot and the r-th robot
which may not be observed directly but may be calculated according to the relative positions

between the other robots in the cluster, p(h(t)rj |d
(t)
r ) represents the probability that the r-th

robot is at the position h(t)rj and p(h(t)li |h
(t)
rj ,o(t)rl ) is a probability model learned from experiment

data. The probability that the l-th robot is at the position represented by the hypothesis h(t)li
according to the data collected by all the robots in the connected group will be:

p(h(t)li |d(t)) = α
R

∑
r=1

p(h(t)li |d
(t)
r ) (12)
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Where αis a normalization parameter to make probability of all hypotheses sum to 1, and

R is the number of robots in the group. The hypothesis h(t)l max with the largest probability

is supposed to be the position of the l-th robot. We call h(t)l max the position of the connected

group. The hypothesis h(t)r max that has the largest value of p(h(t)l max|h
(t)
rj ,o(t)rl )is supposed to be

the position of the r-th robot:

h(t)r max = argmax
h(t)rj

p(h(t)l max|h
(t)
rj ,o(t)rl ) (13)

5.2 Exploration strategy
The world model in our system is represented by a hybrid map of grid and topology. For a
grid map a Voronoi Diagram is produced using an approach similar to the one proposed by
Thrun (Thrun, 1998). The grid map is partitioned into disjoint regions using the critical lines,
as shown in Fig.5(a), and each region corresponds to one or more topological nodes which is
the furcate point of Voronoi Diagram or the middle point if there is no furcate point as shown
in Fig.5(b).

(a) Disjoint regions of grid map (b) Topological nodes in Voronoi Diagram

Fig. 5. Hybrid map of grid and topology

By using the position hypothesis h(t)l max, we can get the topological nodes in the environment
around the group. At any point of time the robot in each group can be assigned either to a
topological node or to a rendezvous point of another robot. Coordination can be phrased as
the problem of finding the assignment that maximizes the utility-cost trade-off similar to the
method in (Burgard et al., 2000). More specifically, let E denote an assignment that determines
the exact target (topological nodes and rendezvous point) of each robot and E(r,j)=1 if the r-th
robot in the connected group is assigned to the j-th target. Among all assignments we choose
the one that maximizes expected utility and minus expected cost:

E∗ = argmax
E

∑
(i,j)∈E

E(r, j)(U(r, j)− C(r, j)) (14)

The utility and cost of each robot target pair (r,j) can be calculated as the following. Utility:
The entropy of the belief, obtained by the following formula:

H(x(t)r ) =
N(t)

r

∑
i=1

p(x(t)ri ) log p(x(t)ri ), (15)
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measures the uncertainty in the robot position. Suppose the position of the r-th robot is h(t)r max
at time point t, and it was assigned to the target j. If command a can drive the robot from the

position h(t)r max to the target, we can measure the utility U(r, j) of performing an action a by the
decrease in uncertainty:

U(r, j) = H(x(t)r )− Ea(H(x(t+1)
r )). (16)

If the target is a topological node, Ea(H(x(t+1)
r )) denotes the expected entropy after having

performed action a and having fired the sensors of the robot.

Ea(H(x(t+1)
r )) = ∑

s
H(x(t+1)

r |s, a)p(s|a)

= −∑
s

∑

x(t+1)
r

p(s|x(t+1)
r )p(x(t+1)

r |a) log p(s|x(t+1)
r )p(x(t+1)

r |a)
p(s|a)

(17)

Where s is the sensor information. If the target is a rendezvous point with another robot that

is not in the group, E(
a H(x(t+1)

r )) is the expected entropy after having performed action a and
having received the information from the other robot.

Ea(H(x(t+1)
r )) = ∑

ork

H(x(t+1)
r |d(t+1),ork)p(ork|a)

= ∑
ork

∑

x(t+1)
r

p(ork|a)p(x(t+1)
r |d(t+1),ork) log p(x(t+1)

r |d(t+1),ork).
(18)

Where p(o|rka) represents the probability that the relative position between the r-th robot and

the k-th robot is ork after having performed the action a and the probability p(x(t+1)
r |d(t+1),ork)

can be calculated by:

p(x(t+1)
r |d(t+1),ork) = p(x(t)r |d(t)r )

∫
p(x(t+1)

r |x(t+1)
k ,o(t+1)

rk )p(x(t+1)
k |d(t)k )dx(t+1)

k . (19)

Cost: using the occupancy grid map we can get the cost-optimal path from the current location
of the robot to the target location. And we use the cost of following the optimal path as the cost

of assigning the r-th robot to the target j. Let pocc(x(t+1)
r ) denote the probability that location

x(t+1)
r is blocked by an obstacle. The robot has to compute the probability that the target point

is occupied. Recall that the robot does not know its exact location; thus it must estimate the
probability that the point relative to the robot according to the action a is occupied:

pocc(a) = ∑
x(t+1)

r

p(x(t+1)
r )pocc( fa(x(t+1)

r )). (20)

Where fa(x(t+1)
r ) represents the location relative to the robot after performing action a when

the robot is at the position x(t+1)
r . Based on pocc(a), the expected path length and the

cost-optimal policy can be obtained through value iteration. And the cost C(r, j) can be
calculated according to the length of the optimal path.
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6. Experiment results

In this section we present experiments conducted using three robots: one is the HIT-Pioneer2
which is equipped with 16 sonar sensors and a CCD camera; one is the HIT-Pioneer3 which is
equipped with 16 sonar sensors, a front laser range finder and a CCD camera and the third one
is the HIT-Ghost which is equipped with two cameras (see Fig.6). The robots can detect each
other using their CCD cameras, and communicate with each other using wireless Ethernet.
Experiments are carried out in our lab building, and the map of the environment is shown in
Fig.7(a). In the topological map are created before experiment (see Fig.7(b)). And some color
marks are pasted on the wall or on the floor near the topological nodes so that HIT-Ghost can
localize with visual information. Since even in multi-robot system the robots have to perform

Fig. 6. Picture of robots used for experiment

(a) The map drawn by hand (b) The map built by robot

Fig. 7. The map of the environment

localization by itself when they do not connect with each other, we first evaluate the quality
of CEPF for single robot localization. The HIT-Pioneer3 was placed in one of the rooms and
its destination is the door of the building. During the process of going to its destination, the
initial position of the robot is unknown and it has to make global localization using the laser
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range finder (see Fig.8(a)). After randomly running several meters, most of the samples will
move to several small areas because of the symmetry of the environment, so CEPF can cluster
the samples into clusters naturally (see Fig.8(b)). And the robot can make decision according
to the estimated location of the species. At the moment shown in Fig.8(a), the robot will make
a right turning and go to another corner of the rooms to determine the room it will be in
as is shown in Fig.8(c). Then the robot will go to the door of the room and only two most
likely hypotheses are remained (see Fig.8(d)). Then we evaluated the multi-robot localization

(a) Initial samples (b) Samples after running some time
randomly

(c) Samples after making one decision (d) Samples after making another
decision

Fig. 8. Active localization of a single robot

based on CEPF with 1500 samples for each robot. The three robots are randomly placed in
the environment and explore actively by themselves as in single robot localization at the first
stage (see Fig.9). In figure 9 HIT-Pioneer3 is represented by red particles, HIT-Pioneer2 is
represented by green particles and HIT-Ghost is represented by blue particles. When the two
HIT-Pioneer robots can communicate with each other, a rendezvous point R is determined
by them to manage to meet each other (see Fig.9(a)). When they can see each other their
observation information will be exchanged, so their global positions can be refined and only
two localization hypotheses are remained for each robot (see Fig.9(b)). And HIT-Pioneer3
is assigned to be the leader to coordinate their actions to go to an optimal topological node
(see Fig.9(c)). Since the color marks in the environment are sparse and specious, the global
position of the HIT-Ghost is very uncertain. When the HIT-Ghost can communicate with the
two HIT-Pioneer robots, the utility to meet the other two robots is much larger than go to
a topological node, so the HIT-Ghost will manage to meet the HIT-Pioneer3 (see Fig.9(d)).
The time to determine the global position of the robots using no-cooperative localization,
cooperative localization and cooperative active localization based on CEPF, which are termed
CEPF, CCEPF and CACEPF for short respectively, are compared. In 20 times of experiments,
the time needed for localization of CACEPF and CCEPF are 62% and 89% of that of CEPF
respectively.
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(a) Initial samples (b) Samples after HIT-Pioneer3 meets
HIT-Pioneer2

(c) Samples after making a active
exploration

(d) Samples after HIT-Ghost meets
HIT-Pioneer3

Fig. 9. Multi-robot active localization based on CEPF

7. Conclusion

A novel method for active localization of multi-robot is proposed. Based on the new
version of particle filters called co-evolution particle filters (CEPF) the problem of premature
convergence can be solved, so the hypothesis of the robots’ positions can be tracked stably.
And the decision theory- based coordination strategy can efficiently coordinate the action of
the robots so as to maximize the utility-cost trade-off. Experimental results have proved the
efficiency of the method of the active localization in multi-robot system.
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1. Introduction

Simultaneous Localization and Mapping (SLAM) requires a mobile robot to autonomously
explore the environment with its on-board sensors, gain knowledge about it, interpret the
scene, build an appropriate map and localize itself relative to this map. Many approaches
have been proposed both in the framework of metric and topological navigation. A very
successful metric method is the stochastic map (26) where early experiments (4) (16) have
shown the quality of fully metric SLAM.
Currently, the SLAM has two contrasting problems to be solved, which are often faced with a
trade-off:

– The map precision;

– The computational requirement for real-time/real-world implementation

Dissanayake et al. (5), proved the convergence of an algorithm based on the Kalman filter
theoretically. However, the proof is based on the strong hypothesis of a linear observation.
Julier and Uhlmann (13) and Castellanos et al. (2) proved that the conventional EKF based
SLAM (from now on EKF − SLAM) yields an inconsistent map (in particular, in (13) was
shown that this happens even for the special case of a stationary vehicle with no process noise).
The map inconsistency arises from the linearization introduced by the Extended Kalman Filter
(EKF) as clearly pointed out by Castellanos et al. (2). Indeed, this approximation only holds
if the difference between the estimated state and the ground truth is small. Now, in any map
representation, the corresponding vehicle location will drift (if no loop is closed). This is
a consequence of the fact that the absolute location is derived from a composition of many
relative measurements. Therefore, when the drift is large enough, the linearization is not a
possible approximation. Additionally, even by solving SLAM with an EKF (i.e. by adopting
a linearization) the computational complexity becomes prohibitive since it grows up squarely
in the features number.
In 2006 Eustice et al, (see (6)) introduced an approach called Exactly Sparse Delayed-State
Filters (from now on ESDF). Basing on the Information Filter (from now on IF or EIF with
linearization) and only introducing negligible approximations on the the state recovery,
this technique solves the SLAM problem through a constant-time filtering algorithm. This
means that the ESDF computational cost does not grow up with the environment size.
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Therefore, ESDF is considered as the solution to the scalability problem for arbitrately large
environments.
Because of this optimal computational behaviour, the ESDF cannot be improved in terms
of computational cost through a Filter-based solution to SLAM. On the other hand, the EIF
used by the ESDF method suffers from the same limitation of the EKF-SLAM in terms of map
accuracy. In particular, as well as the EKF, the EIF is based on the linear approximation of the
analyzed system. Hence, the estimation process could become inconsistent if the environment
is large enough.
Recently, a new strategy has emerged that offers the possibility to solve the SLAM problem
without any linear approximation. This approach is called Graph-based approach. It consists
in facing the SLAM as a non linear optimization problem: find the robot trajectory and the map
with the greatest probability, given the sensor measurements. In the works realized by Olson
(22) and Grisetti (9) non linear optimization algorithms are proposed in order to solve the
SLAM problem. These suggested algorithms are able to build very accurate maps, with a low
computational cost. In the first part of this chapter, we illustrate a new approach to SLAM
which combines an EIF and a non linear optimizer. In particular, we suggest a hybrid solution
to SLAM which consists in using a suitable modification of the ESDF filtering algorithm
when the system non linearities are supposed to be negligible, and switching to a non linear
optimizer when the system non linearities are stronger (e.g. loop closure). An analogous
strategy was proposed in (18) in the context of the Relative Map Approach to solve SLAM.
In the second part of this chapter we will focus our attention on the cooperative case, i.e.
when the estimation process is performed simultaneously by a team of agents. In particular,
we consider the case of flying vehicles. In recent years, flying robotics has received significant
attention from the robotics community. The ability to fly allows easily avoiding obstacles and
quickly having an excellent birds eye view. These navigation facilities make flying robots
the ideal platform to solve many tasks like exploration, mapping, reconnaissance for search
and rescue, environment monitoring, security surveillance, inspection etc. In the framework
of flying robotics, micro aerial vehicles (MAV) have a further advantage. Due to the small
size they can also be used in narrow out- and indoor environment and they represent only
a limited risk for the environment and people living in it. One of the main prerequisite for
the successful accomplishment of many tasks is a precise vehicle localization. Since micro
aerial vehicles are equipped with low computational capabilities an efficient solution must be
able to distribute the computation among all the agents in order to exploit the computational
resources of the entire team. Distributing the computation has also another key advantage. It
allows us to make the solution robust with respect to failures. On the other hand, distributing
the computation must also account the limited communication capabilities.
The cooperative localization problem has been faced by many authors so far. Fox and
collaborators (7) introduced a probabilistic approach based on Markov localization. Their
approach has been validated through real experiments showing a drastic improvement in
localization speed and accuracy when compared to conventional single robot localization.
Other approaches take advantage of relative observations for multi-robot localization (8; 10;
15; 23; 24; 27). In (10) a method based on a combination of maximum likelihood estimation
and numerical optimization was introduced. This method allows to reduce the error in the
robot localization by using the information coming from relative observations among the
robots in the team. In (24), a distributed multi robot localization strategy was introduced.
This strategy is based on an Extended Kalman Filter to fuse proprioceptive and exteroceptive
sensor data. In (17), the same approach was adapted in order to deal with any kind of relative
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observations among the robots. In (24), it was shown that the equations can be written in
a decentralized form, allowing the decomposition into a number of smaller communicating
filters. However, the distributed structure of the filter only regards the integration of the
proprioceptive data (i.e. the so called prediction phase). As soon as an observation between
two robots occurs, communication between each member of the team and a single processor
(which could be embedded in a member of the team) is required. The same communication
skill is required when even an exteroceptive measurements which only regards a single robot
occurs (e.g. a GPS measurement). Furthermore, the computation required to integrate the
information coming from this observation is entirely performed by a single processor with a
computational complexity which scales quadratically with the number of robots. Obviously,
the centralized structure of the solution in dealing with exteroceptive observations becomes
a serious inconvenient when the communication and processing capabilities do not allow
to integrate the information contained in the exteroceptive data in real time. In particular,
this happens as soon as the number of robots is large, even if each robot performs very few
exteroceptive observations. In (20) this problem was considered. However, the structure of
the filter was maintained the same as in (24) (namely centralized in dealing with exteroceptive
data). Each robot was supposed to be equipped with several sensors and the optimal sensing
frequencies were analytically derived by maximizing the final localization accuracy. The limit
of this approach is that as the number of robots increases, the sensing frequencies reduce. In
other words, by performing the estimation process in a centralized fashion it is necessary to
reduce the number of observations to be processed as the number of robots increases. Hence,
distibuting the entire estimation process can provide a great improvement.
The information filter is very appealing in this framework since the integration of the
exteroceptive data is very simple and could be easily distributed. On the other hand, the
equations which characterize the prediction step are much more complex and their distributed
implementation seems to be forbidden. This is a serious inconvenient since the proprioceptive
data run at a very high frequency.
Eustice et al. (6) and Caballero et al. (1) have recently shown that by using a delayed state
also the prediction step has some nice properties. In particular, in (6) a solution to the SLAM
problem by using an Extended Information Filter (EIF) to estimate a delayed state has been
proposed. In (1) the tracking problem has been considered.
In the second part of this chapter we present the problem of cooperative localization in 3D
when the MAVs are equipped with inertial sensors and exteroceptive sensors (e.g. range
sensors and GPS). We adopt a delayed state and we perform its estimation by using an
Extended Information Filter. We introduce a simple trick which allows us to mathematically
express the quantities measured by the IMU (Inertial Measurement Unit) as a function of the
delayed state (i.e. the state to be estimated). In other words, by using this trick, the link
between sensor-state for the IMU (which are typically proprioceptive sensors) has the same
mathematical expression of the one which characterizes an exteroceptive observation. This
allows us to use the equations of the integration of the exteroceptive data also to integrate the
IMU data. In this way the equations of the EIF prediction step are never used and the overall
estimation process can be easily distributed.
When dealing with a 3D environment, another important issue arises. The orientation of a
MAV which moves in 3D is provided by 3 parameters. On the other hand, the MAV dynamics
become very easy by adopting quaternions. However, this parameterization is redundant.
This means that part of the information is frozen in a geometrical constraint. Without using
this constraint part of the information is not exploited and the overall precision gets worse.
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To this regard a new filter, the projection filter, has been introduced (21); this filter permits us
to consider the geometrical constraint (expressing that the quaternion must be unitary) as an
ideal observation.

2. A brief overview on extended information filter

Consider an arbitrary system driven by the discrete equations

xi = f (xi−1,ui)

zi = h(xi)

Let us denote with Σ and ξ the information matrix and the information vector respectively;
we recall that information matrix and information vector are related to covariance matrix P
and mean value μ as follows

Σ = P−1, ξ = P−1μ.

2.1 Estimation with EIF: integration of exteroceptive data
Let R be the covariance matrix characterizing the measurement error for an exteroceptive
sensor. The update equations at the time step i are (see (28)):

Σi = Σi + Σobs, Σobs = HT
i R−1Hi, (1)

ξi = ξ i + ξobs, ξobs = HT
i R−1 [zi − h(μi) + Hiμi] , (2)

where Σi,ξ i are the predicted information matrix and information vector, μi = Σ
−1
i ξ i is the

predicted mean value and Hi is the Jacobian of the observation function h(·) evaluated at μi.

2.2 Estimation with EIF: integration of proprioceptive data
Denoting by Q a noise term affecting the system dynamics, the prediction steps are given by

Σi =
[

FiΣ
−1
i−1FT

i + Q
]−1

, (3)

ξ i = ΣiFiΣ
−1
i−1ξi−1, (4)

where Fi is the Jacobian of the dynamics f (·, ·) evaluated at the estimated mean value

(μi−1,ui), where μi−1 = Σ
(−1)
i−1 ξi−1.

2.3 EIF and delayed-states
In a multi robot scenario Σ and ξ characterize the probability distribution of several robots; in
(1) it is shown that delayed-states allow us to distribute the estimation process over the entire
network. In particular the authors explain how to recover the global belief from the local belief
of each network node and remark that the same operation with standard (non delayed) states
is not possible at all.

Definition 1 A delayed-state is a dynamic vector X whose entries at time step i are the current robot
coordinates xi together with all the past poses x0, x1, ..., xi−1.
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For example, a delayed-state for a 2D robot having coordinates assigned by xi = (rx,i,ry,i,θi)
is given by the vector

Xi = (rx,0,ry,0,θ0,rx,1,ry,1,θ1, ...,rx,i,ry,i,θi).

As already mentioned, a distributed algorithm for the implementation of update equations
(1)-(2) can be designed (see (1)). The structure of such equation is very simple as the
update consists only in summing the new information from the exteroceptive sensors to the
predicted values. On the other hand, the prediction equations (3)-(4) are more complicated
and they cannot be easily distributed. Nevertheless we will show that, once a delayed-state
is considered, data obtained from proprioceptive sensors can be integrated using only the
update equations (1)-(2).

3. SLAM problem for a single 2D robot

3.1 Advantages and drawbacks in the ESDF-approach
In 2006 Eustice et al. (6) introduced the innovative technique called Exactly Sparse
Delayed-state Filters. The ESDF algorithm succeeds in exploiting the benefits of the EIF
by maintaining a sparse structure of the information matrix (covariance inverse), without
any approximation. This is obtained through a state-augmentation technique and yields a
constant-time computational cost per iteration. In the following we will summarize the ESDF
method pointing out some of its key properties.
Let us represent the robot motion and perception by the following equations:

xi = f (xi−1,ui + wi) (5)

zi = h(xi,m) + vi (6)

where xi is the robot pose at the time step i, ui is the control input (proprioceptive
measurement), zi is the exteroceptive measurement available at the time step i, m is the
environment map, f is the robot motion function, h is the observation function, and wi and vi
are the proprioceptive and exteroceptive measurements errors, respectively.
The ESDF key idea is to extend the estimated state vector each time an observation occurs.
Specifically, at the time step i the current estimated vector is:

XT
i =

(
xT

i MT )
(7)

where M is a vector carrying all the maintained old poses and the map m. In the following we
will often talk about the size of Xi as the environment size.
Basing on the information form and the state augmentation, the ESDF technique solves the
SLAM problem by performing the following tasks: motion update, state augmentation and
observation update. If we suppose that the current state mean μi is available at each iteration
(i.e. the state recovery problem is supposed to be solved), the three mentioned tasks have
constant-time computational costs (i.e. independent of the environment size). This is possible
thanks to the estimated state structure, defined in (7). For a detailed proof, the reader is
referred to (6).
On the other hand, the ESDF suffers from a strong limitation about the map precision.
To be more precise, it suffers from the same limitations of every Gaussian-Filter-based
solution to SLAM. The crucial problem is that a Gaussian-filter generally is a linear estimator.
Unfortunately, the SLAM is a strong non linear problem, i.e. the robot motion function f in (5)
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and the observation function h in (6) are strongly non linear. This leads to the use of the linear
approximation of both the robot kinematics and observations. In this way the estimation
accuracy is obviously made worse.

3.1.1 Estimation process with the EIF
The estimation process is performed using update and prediciton steps given by (1)-(2) and
(3)-(4). We introduce the two following assumptions.

Assumption 1 (Sparse Observation) The observation function h only depends on q components of
Xi and q is independent of the size of Xi.

Assumption 2 (Easy State Recovery) It is possible to recover the estimated state Xi (i.e. obtain μi)
from the information quantities (ξi,Σi) with a complexity independent of the size of Xi.

Under the previous assumptions we obtain the following property characterizing the
complexity of the observation update.

Property 1 (Observation Update Complexity) Under the assumptions 1 and 2 the observation
update defined by the equations (1) and (2) can be computed with a complexity independent of the
size of Xi, i.e. the observation update has a constant-time cost.

Proof: if the observation function h depends on q elements of Xi, at any time step k, the
integration of the information from the corresponding measurement requires to update only

q entries of ξi and q2 entries of Σi (actually even less
(

q(q+1)
2

)
because of the symmetry of Σi).

Furthermore, the overall complexity is proportional to q2. In the assumption 1 we suppose
that q is independent of the size of Xi. Therefore, if we suppose that the mean value μi is
available (assumption 2) the cost to implement the equations (1) and (2) is independent of the
size of Xi. In the following we will suppose that the state recovery problem is solved, i.e. we
suppose that the assumption 2 is always satisfied. In (6) it is shown that it is possible to recover
the mean value in a constant-time but its value will be approximated (see (6) for more details).
Moreover, at any time, the robot typically makes a limited number, q, of relative observations
to individual landmarks, i.e. a limited number of elements of the state Xi. This means that the
assumption 1 is satisfied. From property 1 we obtain that the ESDF observation update task
has a constant-time computational cost.

3.2 Using relative coordinates in ESDF
In this subsection we describe how to use the relative coordinates in the ESDF framework. In
particular, we define the new coordinates to represent the same quantities estimated by ESDF,
i.e. the robot poses and the landmark locations.
Before introducing the new coordinates, we define the structure of the new estimated state as
it follows:

DT
i =

(
DR

i
T

DL
i

T)
(8)

where DR
i contains all the stored robot poses, and DL

i contains all the landmark locations.
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3.2.1 Robot pose coordinates
Instead of defining the robot poses in a common global reference frame, each robot pose is
defined in the frame of the robot at the previous time step. Let us indicate with dR

i the robot
pose at the time step k in the reference of the robot at the time step k− 1, i.e. xi = xi−1 ⊕ dR

i ,
where ⊕ is the composition operator between two robot poses. Therefore, the portion DR

i of
the estimated state has the following structure:

DR
i

T
= (dR

i
T

dR
i−1

T · · ·dR
1

T
) (9)

Now, let us focus on the robot motion function f , defined in (5). It describes the relation
between the current robot pose xi with the old robot pose xi−1 and the proprioceptive
measurement ui, which is available at each time step. We can generally express this relation
in the following way:

xi = f (xi−1,ui + wi) = xi−1 ⊕ (ui + wi) (10)

We are assuming that the proprioceptive measurements contain the necessary information to
provide the shift and the rotation of the robot occurred at every step. This is for instance the
case of the wheel encoders. From the definition of the new coordinates of the robot pose dR

i
and the equation (10) it follows that:

ui = dR
i + wi (11)

The expression in (11) allows us to consider ui as a measurement of the estimated state.
The idea is that the proprioceptive measurement can be considered as an observation of the
estimated state: ui = h̃(Di) + wi and hence the proprioceptive measurement information can
be integrated via the observation update defined in (1) and (2), applied to the measurement
ui. Furthermore, in our special case, the measurement function defined in (11) satisfies
the hypothesis of sparse observation (assumption 1). This means that we can integrate the
considered information with a constant-time computational cost.

3.2.2 Landmark coordinates
Instead of defining the coordinates of each landmark in a global and unique reference frame,
the new state defines a given landmark by its coordinates in the frame of the robot pose where

it was observed for the first time. Let us indicate with d
Lj

i the coordinates of the landmark j in
the reference attached to the robot pose at the time step k, i.e. we suppose that the landmark
j is observed at the time step k for the first time. When the robot, at a given time step l > k
observes again this landmark, the relative measurement can be expressed by the following
expression:

zl = h(xl ,mj) (12)

where mj represents the coordinates of the landmark j in the global frame. Since we are
considering a relative measurement, the inputs of the function h in (12) can be expressed
in any reference frame (provided that it is the same for both inputs). By choosing the frame
attached to the robot pose xi we have:

zl = h(dR
i+1 ⊕ · · · ⊕ dR

l ,d
Lj

i ) (13)

With the exception of the loop closure, the function h depends on a number of elements of the
estimated state which is independent of the size of the environment. To this regard, a loop
closure event is defined as follows.
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Definition 2 (Loop Closure) The loop closure is the re-observation of a landmark after a while large
enough to have at least one of the two following conditions:

– l− i i.e. the number of elements dR
i+q (q = 1, . . . , l− i) in (13), is large enough to make the execution

of the observation update not possible in real time;

– the linearization of (13) makes the estimation process inconsistent.

In order to detect the previous two conditions we propose the following criteria.
Regarding the first condition, we simply set a threshold on the computational time. As soon
as the time required by the information filter to integrate a landmark re-observation exceeds
this threshold, we consider the re-observation a loop closure.
Regarding the second condition, we propose the following criterion. Since we base on local
relative coordinates we expect the innovation norm ‖ zi − h(μi) ‖ will be bounded by a given
threshold. Once defined σ2 as the max eigenvalue of the innovation covariance matrix, a
possible threshold value can be 2σ. Indeed, in a linear estimation process we know that
the mentioned norm is bounded by 2σ with 0.95 likelihood. On the other hand, the non
linearities could lead the innovation norm to overtake this threshold. When the norm is
really bounded we are sure about the estimation consistency. On the contrary, when the
innovation norm overtakes the threshold, we cannot say the same. Thus, this overtake event
can be considered as a loop closure. Unfortunately, since we base on the information filter,
the innovation covariance matrix is not available. However, basing on the measurements
covariance matrices, we can build an approximated innovation covariance matrix whose norm
is larger than that of the real one. In this way, we have a consistent threshold since it is larger
than the theoretical one.
When a loop is closed, new coordinates corresponding to the re-observed landmark are
introduced in the state. They are the coordinates of the landmark in the frame of the robot
pose where the landmark is re-observed. Thus, in this approach there are landmarks whose
configuration is defined in more than one frame. This means that there are geometrical
dependencies among state elements. These geometrical dependencies contain the information
gained at the loop closure. We can say that by adding redundant coordinates we just freeze the
loop closure information in these geometrical dependencies. This allows us to maintain the
estimation process of the relative coordinates consistent and totally unaffected by the system
non linearities. The exploitation of the information at the loop closure, namely of the previous
geometrical dependencies, will be performed separately by a suitable non linear optimizer.
We point out that this optimization can be computed only once, even if more than one loop
closure event occurs.

3.3 Combining ESDF with a non linear optimizer
The basic idea consists in introducing a cost function. Such a cost function must carry the loop
closure information, which is kept by the geometrical dependencies among the estimated state
elements. Hence, it must be based on this geometrical information.
In order to simplify the notation, let us indicate the estimated state Di with r, the
corresponding mean value with r̂ and the information vector and matrix with ξ and Σ,
respectively. Furthermore, we indicate with P the estimate error covariance matrix (i.e.
inverse of Σ). We remark that both ξ and Σ are provided by our ESDF modification
algorithm. Let us focus on the example represented in figure 1. When the robot re-observes
a landmark a loop is closed. The blue edges and the red dashed one represent all the relative
quantities carried by the estimated vector r. The quantity represented by the red dashed
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Fig. 1. The loop closure information. The blue discs represent the landmarks, the triangles
represent the robot poses, the edges (blue and red dashed) represent the relative coordinates
stored in the estimated state.

edge can be expressed as a function of some of the other quantities, i.e. there are geometrical
dependencies among state elements. In order to exploit this information, we introduce a new
state containing only independent quantities. Possible choices are:

– the independent relative coordinates (e.g. the ones represented by the blue edges in figure
1);

– the global coordinates of both robot poses and landmarks in a common frame.

Let us indicate this state with τ. As said, the quantities in r can be expressed as a function of
the components of τ. Let us indicate this function with ψ (τ) (i.e. r = ψ (τ)).
Our goal is to evaluate τ starting from Σ and ξ. Let us indicate the best evaluation of τ with
τbest. τbest minimizes the following cost function:

c(τ) = (r̂− ψ (τ))T P−1 (r̂− ψ (τ)) (14)

namely τbest = argminτc(τ).
By expanding the expression of c(τ) and dropping the part independent of τ, we obtain:

c(τ) = ψ (τ)T
Σ ψ (τ)− 2ψ (τ)T ξ (15)

This last expression is very important since it shows that the computation of the cost function
is based on the information quantities ξ and Σ, namely it does not require to invert Σ.
Our method can now be completed by optimizing the cost function in (15) through a suitable
optimization method. Literature provides lots of methods able to find a local minimum (or
maximum) for a non linear function. We decided to use the well known quasi-Newton.
In order to use an optimization method we need to provide the cost function (15) computed
for a given value of τ and the corresponding gradient. To do this, we must exactly define the
meaning of the τ components and find the relation expressed by the function ψ (τ).
For our simulation, whose results can be found in section 5, we defined τ as the global
coordinates of both the robot poses and the landmarks in a common frame. Therefore,
the function ψ (τ) we obtained is made by inverse compositions which return the relative
coordinates, given the absolute coordinates in τ. Moreover, we observed that such a function
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is linear on the robot and landmarks location components of τ, and non linear on the robot
orientation components. This makes the cost function in (15) quadratic for the first mentioned
portion of τ and non linear for the second portion. Thanks to this particular property, we
minimized on the first portion through a suitable algebraical method (i.e. by solving a system
of linear equations). Then, we minimized on the second portion through the non linear
optimizer. This algebraical manipulation reduced the dimension of the space in which the
optimization algorithm had to move, making the optimization significantly faster.

4. Localization problem for MAV systems

4.1 A single MAV system
We provide here a mathematical description of our system. We introduce a global frame,
whose z-axis is the vertical one. Let us consider a MAV equipped with IMU proprioceptive
sensors (an accelerometer and a gyroscope) as well as some suitable exteroceptive sensors
(GPS, range sensors). In the following we assume that the IMU data are unbiased. From
a practical point of view, unbiased data can be obtained by continuously calibrating the
IMU sensors (see for instance (11)). The configuration of the MAV is described by a vector
(r,v,θ) ∈ R9 where r = (rx,ry,rz) ∈ R3 is the position, v = (vx,vy,vz) ∈ R3 is the speed and
θ = (θr,θp,θy) ∈ R3 assignes the MAV orientation: θr is the roll angle, θp is the pitch angle and
θy is the yaw angle. We will adopt lower case letters to express a quantity in the global frame,
while capital letters for the same quantity exptressed in the local frame (i.e. the one attached
to the MAV).The system description can be simplified adopting a quaternions framework. We
recall that the quaternions space H is the noncommutative set of elements

H =
{

qt + qxi + qy j + qzk : qt,qx,qy,qz ∈ R, i2 = j2 = k2 = ijk = −1
}

.

For an arbitrary quaternion q = qt + qxi + qy j + qzk, we define the conjugate element q∗ =
qt − qxi− qy j− qzk and the norm ||q|| =√qq∗ =

√
q∗q =

√
q2

t + q2
x + q2

y + q2
z .

Denoting by A,Ω the accelerometer and the gyroscope values respectively and by ag the
gravity acceleration (i.e. ag = −(0,0, g) with g � 9.81m/s2), the continuous-time dynamics
of the MAV is given by the following system of ordinary differential equations

ṙ = v (16)

v̇ = q · A · q∗ + ag (17)

q̇ =
1
2

q ·Ω (18)

where r,v,Ω, A are purely imaginary quaternions, while q is a unitary quaternion. The
following relations for roll, pitch and yaw angles θr,θp,θy hold

θr =
qtqx + qyqz

1− 2(q2
x + q2

y)

θp = qtqy − qxqz

θy =
qtqz + qyqx

1− 2(q2
y + q2

z)
.
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During the exploration, the MAV performs measurements thanks to its exteroceptive sensors
equipment; such measurements can be individual (i.e. GPS-based measurements) as well as
relative to other MAVs poses or to the position of fixed landmarks. The general single MAV
observation equation is given by

z = h(r,v,q) (19)

where h(·, ·, ·) is a known function.
In the case the exteroceptive sensor is a GPS, the observation equation is very simple as it is
linear

zGPS = r. (20)

4.1.1 Estimation with the EIF: the integration of the proprioceptive data
Let us introduce the delayed-state

Xi = (r0,q0,r1, ...,ri,qi)

containing all MAV poses until the i-th time step. The discretization of the dynamics equations
over a Δt time-step interval gives

ri+1 = ri + viΔt (21)

vi+1 = vi + qi ·
∫ i+Δt

i
Adt · q∗i + agΔt (22)

qi+1 = qi +
1
2

qi ·
∫ i+Δt

i
Ωdt (23)

From Equation (21) we can get
vi = (ri+1 − ri)/Δt

and hence the following recursive formula holds

ri+1 = 2ri − ri−1 + Δt
(

qi ·
∫ i+Δt

i
Adt · q∗i + agΔt

)
, (24)

corresponding to a second order continuous-time evolution. The system dynamics can be
written in terms of delayed-states as

Xi+1 = F (Xi),

where F is a suitable function obtained from (23)-(24). Setting

Ãi =
∫ i+Δt

i
Adt (25)

and

Ω̃i =
∫ i+Δt

i
Ωdt, (26)

the proprioceptive measurements can be regarded as delayed-state dependent functions:

Ãi = hA(ri−2,ri−1,ri,qi) =
q∗i (−agΔt2 + ri − 2ri−1 + ri−2)qi

Δt
Ω̃i = hΩ(qi−1,qi) = 2q∗i−1(qi − qi−1).
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In other words, Ãi and Ω̃i are functions of the state Xi to be estimated; moreover, since we
are considering the discrete dynamics given by (23)-(24), there is no need to include the MAV
speed v into the state vector Xi.
Due to these considerations, we are allowed to integrate proprioceptive data using (1)-(2)
instead of (3)-(4), with a consequent reduction of computational cost in the estimation
algorithm.
For nonlinear measurements equation (2) involves the mean value and hence information
matrix inversion is required; nevertheless in many situation, due to the sparsity of such
matrix, a partial state recovery is sufficient in order to guarantee a good estimate (see (6)).
Whole state recovering can be obtained using for example the Conjugate Gradients algorithm
(see (25)) or the Givens rotations factorization (see (14)). We point out that at any update step,
i.e. when a true exteroceptive measurement is performed, the size of the delayed-state vector
X increases of 3 + 4 = 7.

4.1.2 Projection filter: integration of ideal constraints
As mentioned in the introduction, the quaternion structure is redundant for the problem we
are considering and this may lead to a loss of information. To avoid this problem we have
assumed that the quaternion q is unitary. On the other hand, if the discrete dynamics (23) is
considered, such property is no longer preserved. Anyway, we can take into account the norm
invariance of qi imposing an ideal constraint with a fake observation given by the function

h0(q) = 1− q2
t + q2

x + q2
y + q2

z ;

in other words, we can regard the norm constraint as the measurement

zi = h0(qi) = 0.

Integration of such fake measurement can be performed with the projection filter (see (21)).

4.2 The cooperative case
We consider now the problem of cooperaive localization for a multi robot system.

4.2.1 The system
We consider now a fleet of N > 1 MAVs, each one having the characteristics described in
Section 4.1. Let us denote by (r(k),q(k)) the coordinates of the k-th MAV; the discrete dynamics
is given by

r(k)i+1 = 2r(k)i − r(k)i−1 + Δt
(

q(k)i ·
∫ i+Δt

i
A(k)dt · (q(k)i )∗ + agΔt

)
(27)

q(k)i+1 = q(k)i +
1
2

q(k)i ·
∫ i+Δt

i
Ω

(k)dt. (28)

Each MAV, in addition to the measurement model (19), may perform relative observation; the
general multi robot observation equation can be written as

z(k)i = h(k)(r(1)i ,q(1)i , ...,r(k)i ,q(k)i , ...,r(N)
i ,q(N)

i ). (29)

Simple and common examples of relative observations are distance measures. If the k-th MAV
measures its own distance from the j-th MAV, the observation is given by

z(k)i = (r(k)i,x − r(j)
i,x )

2 + (r(k)i,y − r(j)
i,y )

2 + (r(k)i,z − r(j)
i,z )

2.
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4.2.2 The distributed EIF
When the exploration starts, each MAV begins to integrate the information provided by its
own sensors by equation (1)-(2) as described before. In particular for any measurement,
the incoming data are stored in the bottom-right block of the information matrix and, as a
consequence, in the last entries of the information vector:

Σi−1 → Σi =

⎛
⎝ Σi−1 07(i−1)×7

07×7(i−1) 07×7

⎞
⎠+

⎛
⎝ 07(i−3)×7(i−3) 07(i−3)×21

021×7(i−3)
Σobs

⎞
⎠

ξi−1 → ξi =

⎛
⎝ ξi−1

07×1

⎞
⎠+

⎛
⎝ 07(i−3)×1

ξobs

⎞
⎠ .

Suppose that after i1 updating time-steps for the j1-th MAV and i2 steps for the j2-th MAV a
relative measurement occurs and for sake of semplicity suppose that j1 < j2. Each MAV has
to increase the size of the information matrix and information vector in order to store the new
data. The process is carried out following the steps described below:

1. State augmentation. The states of the two MAVs are increased in order to have the same size
7(i1 + i2); this can be done adding a suitable number of zeros in the information matrix
and information vector.

Σ(j1),i1
→

⎛
⎝ Σ(j1),i1

07i1×7i2

07i2×7i1 07i2×7i2

⎞
⎠ , ξ(j1),i1

→
⎛
⎝ ξ(j1),i1

07i2×1

⎞
⎠

Σ(j2),i2
→

⎛
⎝ 07i1×7i1 07i1×7i2

07i2×7i1 Σ(j2),i2

⎞
⎠ , ξ(j2),i2

→
⎛
⎝ 07i1×1

ξ(j2),i2

⎞
⎠

2. Relative estimation. The information from relative observations are integrated using the
standard update equations (1)-(2). Correlation between the estimates on the last poses of
the MAVs may appear, so that the updated matrices may be not block-diagonal.

Σ(j1),i1
→

⎛
⎝ Σ(j1),i1

∗

∗∗ ∗

⎞
⎠ , ξ(j1),i1

→
⎛
⎝ ξ(j1),i1

∗∗

⎞
⎠

Σ(j2),i2
→

⎛
⎝ ∗ ∗

∗∗ Σ(j2),i2

⎞
⎠ , ξ(j2),i2

→
⎛
⎝ ∗

ξ(j2),i2

⎞
⎠

3. Data fusion. A communication is established between the MAVs and they exchange their
stored data. The data fusion scheme is a non negligible theoretical issue: as a matter of fact,
if the process is carried out taking simply the sum of the contributions from each MAV,
estimation errors may arise due to adding several times the same information. Following
(1), we have adopted a fusion algorithm based on a convex combination of the data:
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Σ(j1),i1
→ ωΣ(j1),i1

+ (1−ω)Σ(j2),i2
, ξ(j1),i1

→ ωξ(j1),i1
+ (1−ω)ξ(j2),i2

Σ(j2),i2
→ (1−ω)Σ(j1),i1

+ ωΣ(j2),i2
, ξ(j2),i2

→ (1−ω)ξ(j1),i1
+ ωξ(j2),i2

As proved in (12), for any 0 < ω < 1, the above convex combinations lead to unbiased and
consistent estimates, i.e. no overconfident estimate is performed and there is no overlapping
of information.

5. Performance Evaluation

In order to validate our approach we have performed simulations. We have considered a
conventional scenario defined by a few parameters which regard the robot(s) perception and
the environment properties. All our simulations are implemented in Matlab and tested on a
computer with 1 Intel Pentium CPU M 1.70GHz, 512MB of memory.

5.1 Single robot SLAM
5.1.1 Simulated scenario
In our simulations we consider a two-wheels robot moving in a 110mx110m rectangular area in
which many point landmarks are randomly distributed. Let us indicate the average landmark
density with ρL, the robot average speed with v, and the distance traveled by the robot with
d. The data associations ere supposed to be given. We consider a robot equipped with wheel
encoders which provide the proprioceptive measurements. We base on the Chong-Kleeman
((3)) error model. According to this model, the translation of the right/left wheel as estimated
by the odometry sensors is generated as a Gaussian random quantity satisfying the following
relations:

δρR/L = δρaR/LδR/L + νR/L (30)

νR/L ∼ N(0,K|δρaR/L|)
In other words, both δρR and δρL are assumed Gaussian random variables, whose mean
values are given by the actual values (respectively, δρaR and δρaL), and whose variance also
increases linearly with the travelled distance. In our simulation we set K = 0.00001m, which
corresponds to an indoor environment (19). Finally, the frequency is 100Hz.
The simulated exteroceptive sensor provides bearings and ranges of the landmarks whose
distance does not exceed 12m. Furthermore, the sensor angle of view is 360deg. Both the
bearings and the distances are generated as Gaussian quantities with variances equal to σ2

R
and σ2

B, respectively. The frequency is 0.2Hz.

5.1.2 Results
Figures 2(a)-2(b) illustrate the results provided by a given simulation in which the robot closes
a loop in counter clockwise direction. Let us point out that the loop closure does not consist
of the trajectory closure but it consists of the re-observation of landmarks located close to the
starting point. We implemented both our method and the ESDF one. As said in section 3.3,
the minimization is carried out through a quasi-Newton method. We set σB = 1deg, σR = 1cm,
ρL = 0.02m−2, v = 1ms−1, d = 180m. The simulation time is Ts = 180s.
Figures 2(a) and 2(b) show the results obtained before the loop closure. In each figure,
we represent the true robot trajectory and the true landmark locations (ground truth) by a
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(a) Simulation 1: estimation results of
our method before the loop closure.
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(b) Simulation 1: ESDF estimation
results before the loop closure.
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(c) Simulation 1: estimation results of
our method after the loop closure.
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(d) Simulation 1: ESDF estimation
results after the loop closure.

Fig. 2. Pictures for the results of Simulation 1

solid blue line and cross blue markers, respectively. Moreover, the estimated trajectory and
landmark locations are represented by a dash-dotted red line and red x-markers, respectively.
In order to provide quantitative results, we consider the error on the estimated map by
computing for all the landmarks the distance between the estimated location and the
corresponding true location. Then, the mean value on all the landmarks is taken. We refer
to this mean value as the map error (Ebl

m before the loop closure and Eal
m after the loop closure).

The behavior of our estimation process and that of the ESDF one are very similar. However,
the map errors are Ebl

m = 1.30m for our method and Ebl
m = 2.02m for the ESDF. Therefore, our

method shows a better behavior also before the loop closure.
Figures 2(c) and 2(d) show the results after the loop closure. The correction we obtained
through the non linear optimizer clearly outperforms the one computed by the ESDF method.
This is confirmed by the map errors: Eal

m = 0.15m for our method and Eal
m = 1.01m for the ESDF.

The total computation time needed for the estimation process is Tc = 16.20s for our method
(5.45s for the filtering process and 10.75s for the optimization) and Tc = 39.67s for the ESDF.
The results provided by a second simulation are shown in Figures 3(a)-3(b): the robot closes

a loop in counter clockwise direction and than goes on re-traversing a region for a long time.
The parameters of this simulation are: σB = 1deg, σR = 1cm, ρL = 0.02m−2, v = 1.2ms−1,
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(a) Simulation 2: estimation results of
our method before the loop closure.
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(b) Simulation 2: ESDF estimation
results before the loop closure.
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(c) Simulation 2: estimation results of
our method after the loop closure.
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(d) Simulation 2: ESDF estimation
results after the loop closure.

Fig. 3. Pictures for the results of Simulation 2

d = 325m. The simulation time is Ts = 270s. Figs. 3(a) and 3(b) show the two methods
before exploiting the loop closure information. Concerning our method, as said in section
3.3, a loop closure does not necessary activate the optimization . Indeed, in this case the
estimation process goes on considering the re-observed landmarks as new landmarks. In
Figure 3-(a) these phantom landmarks are represented by star red markers. As the figures
clearly show, our estimation process outperforms the ESDF one. This is confirmed by the map
errors: Ebl

m = 3.17m for our method and Ebl
m = 3.91m for the ESDF.

Figure 3(c) shows the results obtained through the non linear optimizer which is activated
only once, after a long time from the first loop closure. Moreover, Figure 3(d) shows the results
of the correction computed by the ESDF technique after the loop closure. The comparison
of these two last figures clearly shows the success of our hybrid approach in improving the
ESDF performances. This is confirmed by the map errors: Eal

m = 0.38m for our method and
Eal

m = 0.58m for the ESDF.
The total computation time needed for the estimation process is Tc = 46.36s for our method
(13.67s for the filtering process and 32.70s for the optimization) and Tc = 91.44s for the ESDF.
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5.2 Cooperative MAV localization
5.2.1 The simulated environment
The trajectories of the MAVs are generated randomly and independently one each other. In
particular, for every MAV, the motion is generated by generating randomly the linear and
angular acceleration at 100Hz. Specifically, at each time step, the three components of the
linear and the angular acceleration are generated as Gaussian independent variables with
mean values μa and μ

Ω̇
and with covariance matrices Pa and P

Ω̇
. By performing many

simulations we remarked that the precision of the proposed strategy is almost independent of
all these parameters. The simulations provided in this section are obtained with the following
settings: μa = μ

Ω̇
= [000]T ,

Pa =

⎡
⎣ (5ms−2)2 0 0

0 0 0
0 0 0

⎤
⎦

and

P
Ω̇
=

⎡
⎣ (10deg s−2)2 0 0

0 (10deg s−2)2 0
0 0 (10deg s−2)2

⎤
⎦

We adopt many different values for the initial MAV positions orientations and speeds. We
also consider different scenarios corresponding to a different number of MAVs.
Starting from the accomplished trajectories, the true angular speed and the linear acceleration
are computed at each time step of 0.01s (respectively, at the time step i, we denote them with
Ω

true
i and Atrue

i ). Starting from them, the IMU sensors are simulated by generating randomly
the angular speed and the linear acceleration at each step according to the following: Ωi =

N
(
Ω

true
i , PΩi

)
and Ai = N

(
Atrue

i − Ag i, PAi

)
where N indicates the Normal distribution

whose first entry is the mean value and the second one its covariance matrix and PΩi and
PAi are the covariance matrices characterizing the accuracy of the IMU; finally, Ag is the
gravity acceleration expressed in the local frame. In all the simulations we set both PAi and
PΩi diagonal matrices. In the results here provided they are set as follows:

PAi =

⎡
⎣ (0.1ms−2)2 0 0

0 (0.1ms−2)2 0
0 0 (0.1ms−2)2

⎤
⎦

and

PΩi =

⎡
⎣ (10deg s−1)2 0 0

0 (10deg s−1)2 0
0 0 (10deg s−1)2

⎤
⎦

for every step i.
The MAVs are also equipped with GPS and range sensors. The GPS provides the position of
the MAV with a Gaussian error whose covariance is a diagonal matrix and whose components
are equal to 25m2. The GPS data are delivered at 5Hz. Finally, the range sensors provide the
distances among the MAVs at 2Hz and the measurement errors are normally distributed with
variance (0.01m)2.
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5.2.2 Results
We provide some of the results obtained with the previous settings and by simulating N
MAVs. In particular, we consider the case of N = 3 and N = 5. Furthermore, we consider
separately the cases when the estimation is performed by only integrating the IMU data, by
combining the IMU data with the GPS data and by combining all the sensor data. Finally,
in order to evaluate the benefit of using the projection filter discussed in Section 4.1.2, we
consider separately the cases when this filter is adopted and when it is not adopted.
Figs. 5(a)-5(b) show the results obtained with three MAVs. The blue dots represent the
ground truth. In Fig. 5(a) the magenta dots represent the GPS data and the black circles
the trajectories estimated by only integrating the IMU data. It is clear that both IMU and
GPS are very noisy and cannot be used separately to estimate the MAV trajectories. In Fig.
5(b) the green dots represent the trajectories estimated by fusing the IMU data and the GPS
data with our proposed approach (EIF and projection filter). Finally, the red dots represent
the result obtained by also fusing the range measurements. We remarked that the use of the
range measurements further reduce the error. In particular, for the simulation in fig. 1a-b the
position error averaged on all the three MAV and on all the time steps is equal to 0.6m without
the range measurements and 0.45m with them. As expected, this improvement is still larger
by increasing the number of MAVs. In Figs. 4(c)-4(d) the results obtained by using 5 MAVs is
shown. The position error obtained by also fusing the range measurements reduces to 0.2m.
Fig. 4 shows the benefit of using the Projection filter discussed in Section 4.1.2. In particular, in
Fig. 4(a) the red circles represent the trajectories estimated by fusing all the sensor data and by
running the Projection Filter at 5Hz while in Fig. 4(b) the red circles represent the trajectories
estimated without the use of the Projection Filter. As in the previous figures, the ground truth
is represented with blue dots and the black dots represent the trajectories obtained by a simple
integration of the IMU data.
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Fig. 4. Blue points represent true MAVs trajectories, balck circles are the estimated
trajectories via odometry and red circles are the estimated trajectories with the EIF. Figure
4(a) represents the simulation of a 3-MAV system; Figure 4(b) represents the same scenario
without taking into account the information provided by the projection filter.
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(a) (b)

(c) (d)

Fig. 5. Blue points represent true MAVs trajectories, black circles are the trajectories with only
odometric estimates, magenta stars are the GPS data, green stars are the trajectory estimates
without taking into account relative observations and red circles are the estimates with the
complete distributed EIF. Figures 5(a)-5(b) are the simulation of 3-MAV scenario, while in
Figures 5(c)-5(d) is plotted the evolution of a 5-MAV system.
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6. Conclusions

In this chapter we considered the problem of cooperative localization and SLAM by using an
Extended Information Filter.
We started by considering the ESDF technique (6) which makes possible a
real-time/real-world implementation for any kind of environment. The only drawback
of this technique is the use of the linear approximation which could become not consistent
when the environment is large enough.
Therefore, we proposed a method able to combine a suitable modification of the ESDF with
a non linear optimizer. This solution allows us to use the modified ESDF when the non
linearities are negligible and to switch to the optimizer when the non linearities are not
negligible.
Furthermore, we considered the cooperative case, i.e. when the estimation process is
performed simultaneously by a team of agents. In this case, two original contributions
have been introduced. The former consists of a simple trick which allowed us to avoid
the equations which characterize the prediction phase of the extended information filter.
In particular, the information contained in the data provided by the inertial sensors is
exploited by using the equations which characterize the perception step of the EIF. This
allowed us to easily distributing the entire estimation process over all the team members. The
latter contribution is the use of a projection filter which allowed exploiting the information
contained in the geometrical constraints which arise as soon as the MAV orientations are
characterized by unitary quaternions.
The performance of the proposed approaches has been evaluated by using synthetic data.
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1. Introduction

The robot is said to be truly autonomous (Dissanayake et al. (2001)), if it has the ability to start
at an unknown location in an unknown environment and then simultaneously build a map of
the environment and localize it self in the map. Thus the robot has to solve the simultaneous
localization and mapping (SLAM) problem. The information used are sequences of relative
observations captured by the mobile robot. Many approaches has been proposed to solve the
SLAM problem.
Se et al. (2001) proposed an approach for a robot equipped with a trinocular stereo system
(Murray & Little (1998)) and an odometer. The algorithm starts by detecting feature points
(Lowe (1999)) in the three images. Then these feature points are matched using the epipolar
and disparity constraints thats exist between the three cameras. Assuming known camera
intrinsic parameters, the 3D position of each matched feature point is estimated. As the robot
moves, the odometry readings are used to provide a rough estimate about the motion. This
estimate can be employed in matching feature points among consecutive frames. The 3D
position of each newly detected feature point is estimated and the motion of the robot is
localized using a least-squares minimization scheme (Lowe (1991)). Finally, a map is built for
the 3D positions of the detected feature points and the location graph of the robot is computed.
Other SLAMmethods are based on evaluating some probabilistic models of the robot motion
and sensed data from the environment. It is assumed that the robot can sense landmarks
relative to its local coordinate frame. The landmarks may be naturally occurring in the
environment like trees or artificially added like steel poles.
Smith & Cheeseman (1986) use extended Kalman filters (EKF) to estimate the posterior
distribution over the robot pose. The problem they solved can be stated as follows:
Given a measurement of the environment zt = [z1,z2, ...,zt] and a set of control inputs
ut = [u1,u2, ...,ut], determine the robot pose st and the location of all the k landmarks
m = [m1,m2, ...,mk]. In probabilistic terms, this can be expressed as the posterior:

p(st ,m/zt,ut) (1)

where the superscript t refer to a set of variables at time t.
The extended kalman filters (EKFs) are relatively slow when estimating maps with very
large number of landmarks. Murphy (99) and Montemerlo et al. (03) proposed more capable
approach. They proposed algorithms to solve the SLAM problem by integrating particle filter
and Kalman filter representation to solve the posterior function in Equation(1).
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When a team of robots are sharing the same worksite, the SLAM problem becomes more
challenging. The robots has to build a joint map of the environment and be able to localize
their positions in the joint map in order to coordinate the navigation andminimize the overlap
in information.
Thrun et al. (2000) presented a multi-robot SLAM algorithm based on likelihood
maximization to find the maps that are maximally consistent with the sensor data. The sensor
data used are laser scanners to sense the environment and odometers to estimate the robot
motion. The exact initial pose of all robots relative to each other is assumed to be known. The
localization process starts as follows: Each robot collects a sequence of its own odometry and
sensor measurements (like laser scans). Using these measurements, each robot incrementally
constructs amaximum likelihood estimate for its position and amaximum likelihood estimate
for the location of surrounding objects and a posterior function to determine its location in the
map. To build a joint map, the posterior estimation component is used. The relative location
of robots is unknown; however, each robot in the team starts within a map of a specific robot
called the team leader. Using the posterior estimation, each robot localizes it self in the team
leader’s map and thus a unified map for the team is built.
Simmons et al. (2000) introduced similar approach but with known approximate initial pose of
the robots (within 1 meter distance and 20o orienation). Each robot in the team incrementally
constructs the likelihood and posterior estimates as in the approach proposed by Thrun et al.
(2000).
However, to build a joint map, each robot in the team sends its sensed data (laser range scans
and odometer readings) to the team leader. Since the initial approximate pose of each robot is
known, the team leader localizes the robots relative to each other.
When the initial pose of the robots is unknown, an important question is raised:

If two robots in the team sensing similar data in the environment, are they actually
sensing the same part of the environment or are they sensing different parts that look
alike?

Liu & Thrun (2003) presented an approach to solve the multi-robot SLAM problem assuming
unknown initial positions and ambiguous landmarks. Each robot in the team builds a local
map similar to ones discussed in Thrun et al. (2000) and Simmons et al. (2000). The joint map
is built by fusing the maps acquired by the robots into one map. First, the landmarks between
different local maps are matched. Correspondences found in this matching process provide
an estimate of the rotation and translation between local maps. Using this estimate, a global
map of the environment may be built by estimating a posterior similar to the one defined in
Equation(1) evaluated over all robot poses and all landmarks from all available data. Liu and
Thrun applied the algorithm using a single vehicle equipped with laser range finder and an
odometer in an outdoor environment. Features in the map are the stems of trees detected by
the laser range finder. The multi-robot case is demonstrated by splitting the data acquired by
the vehicle into 8 disjoint sequences and then the proposed multi-robot SLAM algorithm is
applied.
In this chapter, we propose to solve the multi-robot SLAM problem by using a collection
of sparse views of the scene. The originality of our approach is that it uses purely vision
sensors (single camera on each robot) and that no special landmarks are assumed to exist in
the environment. Moreover, no assumptions are made on the initial relative pose of the robots.
The robot location is estimated from sparse views, this makes the estimation much more
accurate. In contrast, method based on small incremental displacements are more affected
by noise and inaccuracies and are thus more subject to error accumulation. In our proposed
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Fig. 1. Geometry of the system.

algorithm, each robot in the team starts at an arbitrary unknown location and incrementally
builds a local map of the environment with the ability to localize itself in the map. When an
overlap occurs between any two robots, a joint map can be built between them and the two
robots are able to localize themselves in the joint map for all their previous as well as future
locations without the need for a new overlap. Under this approach a joint map of the team
can be built if each robot has at least one overlap with any other robot in the team.
In our approach we simply assume that each robot is equipped with a single camera and the
robots are operating on a planar surface. We also assume that the height of the camera with
respect to the ground plane as well as its orientation are known. Note that the tilt angle does
not have to be accurate since this one is simply used as an initial approximation and will be
re-estimated by the algorithm. However, a good accuracy in the height measure could be
required since robot localization will be specified in terms of height units.

2. Robot localization

2.1 Estimating the camera motion
In our work, the overhead views are used to match images and get the homography. The
matching is done without depending on known patterns, moving objects on the plane or
manual registration, instead the algorithm is based on features that have to be matched
between views. However when a plane is observed by a tilted camera the features lying on it
are subject to important perspective deformations. In the context of sparse views, this makes
the features difficult to match using the usual correlation schemes. Applying the overhead
view transformation will undo the perspective deformation which will make the apparent
features differing only by a similarity transformation.
Figure 1 shows the structure of the coordinate systems of the world, camera and image
coordinate systems. The ground plane surface is at Y = 0, the optical axis of the camera is
aligned with the Z axis and the camera is rotated around the X axis by an angle α. The camera
height from the world plane is h.
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(a) (b)

Fig. 2. Overhead view: (a) The image of a planar surface taken with tilt = 33o , (b) The
corresponding generated overhead view.

The projective relation between the world plane and the corresponding overhead image point
can be represented as follows: ⎡

⎣ xi
yi
1

⎤
⎦ =HO

⎡
⎣ XW

ZW
1

⎤
⎦ (2)

When the geometry of the system is as shown in Figure 1, the 3× 3 homography matrix HO
can be described as follows (Laganière (2000)):

HO =

⎡
⎣ f x0 cos(α) x0hcos(α)

0 f sin(α) + y0 cos(α) y0hcos(α)− f hsin(α)
0 cos(α) hcos(α)

⎤
⎦ (3)

where f represents the focal length, x0 and y0 are coordinates of the principal point, α is the
tilt angle and h is the height of the camera.
This transformation is inversible such that the overhead view can be generated from a
perspective or vice versa. Figure 2(a) shows an image takenwith a tilt = 33o , the corresponding
overhead view image is shown in Figure 2(b).

2.2 Overhead view mosaic
In this section the composition of overhead view mosaics is discussed. The method is based
on estimating the homography transformation of the set of images with respect to a certain
plane in the scene (for example the ground plane). The overhead viewmosaic is finally built by
rectifying the images using an overhead transformationwith respect to a reference image. One
of the images (say image 0) is selected as a reference frame. The homographic transformation
between the reference view 0 and a view i is:

xi =H0ix0 (4)

For known camera parameters, the image to plane homography HO between the reference
view (view 0) and the ground plane can be calculated as described in Equation(3). The two
matricesH0i andHO can be used to calculate the homography transformation between a view
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i and the composted overhead view as follows:

HiO =H−1
O H−1

0i =

⎡
⎣ h11 h12 h13

h21 h22 h23
h31 h32 h33

⎤
⎦ (5)

Armed with all these homographic transformations, it is possible to produce an overhead
mosaic representing the environment under study. When combining the information coming
from different images, two strategies can be considered. The first one consists in determining
the value of each pixel in the mosaic by selecting the pixel from the source image that has the
best resolution as described by Laganière (2000). For a world point [X,Y,1]T the mosaic pixel
is selected from the source image that best samples the segment between points [X,Y,1]T

and [X + ΔX,Y + ΔY,1]T where ΔX and ΔY are small increments in the X and Y directions
respectively. The relation between a point [X,Y,1]T in world plane and a point [x,y,1]T in the
image plane is:

X = hX(x,y) =
h11x+ h12y+ h13
h31x+ h32y+ h33

(6)

Y = hY(x,y) =
h21x+ h22y+ h23
h31x+ h32y+ h33

(7)

The image resolution is determined by a measure called instantaneous sampling rate. For a
world point [X,Y,1]T the sampling rate at the X direction is the number of source images
between points [X,Y,1]T and [X + ΔX,Y,1]T divided by the distance between them. The
instantaneous horizontal sampling rate is as follows:

sX =

√(
δhX(x,y)

δx

)2
+

(
δhX(x,y)

δy

)2
(8)

Similarly the instantaneous vertical sampling rate is:

sY =

√(
δhY(x,y)

δx

)2
+

(
δhY(x,y)

δy

)2
(9)

The instantaneous sampling rate is defined as follows:

s= sXsY (10)

The mosaic pixel at point (x,y) is selected from the source image that have the highest
sampling density s.
Figure 3 shows a set of images of a ground plane scene; the reference image is Figure 3(a).
Figure 4(a) shows the mosaic obtained for this set of images. As it can be seen, when obstacles
are visible in the source image, these ones interfere with the ground plane representation. In
order to cope with this problem, we have to discard the source pixels that contains intensities
that belong to the obstacles. To do so, we propose the following algorithm:
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(a) (b) (c)

(d) (e) (f)

Fig. 3. Set of images of a ground plane scene.

– Step 1: For each point on the ground plane apply the appropriate transformation to obtain the
corresponding image point in each view.

– Step 2: Compute the mean RGB value of the pixels and the pixel that deviates the most from
this mean value is discarded.

– Step 3: Repeat steps 1 and 2 until half of the points are discarded.

– Step 4: The mean RGB value of the remaining points is then used in the mosaic composition.

(a)
(b)

Fig. 4. Mosaic of the set of images in Figure 3 : (a) selecting points with best resolution. (b)
discarding points that belong to the obstacle.
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The result obtained using this algorithm is shown in Figure 4(b). An appropriate
representation is thus obtained that could be used as a ground plane model of the
environment. We show in the next section how it is possible to obtain the inter-image
transformations (Hij) necessary to build such overhead viewmosaic. This is done bymatching
the different available views, however taken from widely separated viewpoints.

2.3 Matching two widely separated views
The idea of this proposed technique is to use the overhead view images in the matching
process. The procedure first starts by detecting corners on the original perspective images
(Figure 5 (a) and (b))and the corners are then mapped to the overhead view images(Figure 5
(c) and (d)).
The two views in Figure 5 (a) and (b) are subjected to a projective deformation which
makes image matching more challenging and subject to false matches. However, the two
corresponding overhead views in Figure 5 (c) and (d) are only related by a similarity
transformation ( i.e. translation and rotation). This makes matching corner points using the
overhead views more favorable. The matching process can be summerized as follows:

– Step 1: detect corners on the two images to be matched (Figure 5 (a) and (b))

– Step 2: use Equation 3 to calculate the overhead views of the two images (Figure 5 (c) and
(d))

– Step 3: Match overhead views to calculate the similarity transformation HSij

– Step 4: Homography transformation between (Figures 5 (a) and (b)) can be calculated as:
Hij = H−1

Oi HSij HOj

The reader is referred to Hajjdiab & Laganière (2004) for more details of the matching process.
The inter-image homography transformation Hij for two cameras Ci and Cj viewing a planar
scene can be expressed as:

Hij = Kj

[
R−

tnT

d

]
K−1

i (11)

where Ki and Kj are the matrices containing the intrinsic parameters of cameras Ci and Cj
respectively, R is the rotation between the two cameras, n is the normal to the plane under
consideration and t is the translation. Finally d is the distance from the camera to the ground.
The optical axis of the two cameras are along the Z-axis as described in Figure 1, then the
rotation between the two cameras can be expressed as follows (Altmann (1986)):

R=

⎡
⎣ cos(θ) −sin(θ)cos(αi) −sin(θ)sin(αi)

cos(αj)sin(θ) cos(θ)cos(αj)cos(αi) + sin(αj)sin(αi) cos(αj)sin(αi)cos(θ)− cos(αi)sin(αj)
sin(αj)sin(θ) sin(αj)cos(θ)cos(αi)− cos(αj)sin(αi) cos(θ)sin(αj)sin(αi) + cos(αj)cos(αi)

⎤
⎦

(12)
where αi and αj are the angle of cameras Ci and Cj with respect to the ground plane.
The normal to the ground plane n can be expressed with respect to camera Ci as follows:

n =

⎡
⎣ 0

− sin(αi)
cos(αi)

⎤
⎦ (13)

The motion parameters can be estimated using SVD decomposition as proposed by Triggs
(1998) as follows:
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Let the coordinates of camera Ci be the reference frame, the projection matrices of cameras Ci
and Cj are respectively:

Pi = [I | 0] (14)

Pj = R [I | − t] (15)

where R is the rotation matrix, t is translation vector and I is the 3× 3 identity matrix.
The inter-image homography matrix Hij can be decomposed as follows:

Hij = R
[
I−

t′nT

d

]
(16)

where t= −Rt′.
For nT

d = 1, Equation (16) can be expressed as follows:

Hij = R
[
I− t′

]
= RH∗

ij ∼ Pj (17)

The motion can be estimated from the SVD’s Hij and H∗
ij.

Hij = USV
H∗

ij = U1SV
(18)

where U and V are 3× 3 rotation matrices denoted by the columns U = [u1,u2,u3] and V =
[v1,v2,v3], S = diag(ss, s2, s3) is a diagonal matrix and U= RU1.
The motion between the two cameras (R, t′) can be estimated as follows:

t′ =
β1
s1

v1 +
β2

s3
v3 (19)

R= UUT
1 (20)

where β1 = ±
√

1− s23 and β2 = ±
√

s21 − 1
In general, the SVD approach gives two distinct solutions. This indetermination can be
resolved if additional information about the scene is known. In our case, the normal vector to
the ground plane is known (Equation (13)) and is used to eliminate the ambiguity.
In the following section an experiments is performed to estimate the motion parameters
between two cameras. The internal camera parameters are assumed to be known.

2.3.1 Experiment: motion estimation
In this section the details of calculating the motion between two camera is provided. The
carpet example in Figures 5(a) and (b) is used here to calculate R and t. The homography is
calculated as described in section 2.3 as follows:

Hij =

⎡
⎣ 0.599 −0.883 213.665

0.270 0.946 −39.851
0 0 1

⎤
⎦ (21)

The SVD approach is applied to the matrix in Equation (21). The following two solutions
were obtained:
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Solution 1:

n =

⎡
⎣ −0.039

−0.697
0.715

⎤
⎦ R=

⎡
⎣ 0.787 0.413 0.457

−0.43 0.899 −0.07
−0.44 −0.141 0.886

⎤
⎦ t=

⎡
⎣ −0.798

−0.045
−0.016

⎤
⎦ (22)

Solution 2:

n =

⎡
⎣ 0.709

0.683
0.17

⎤
⎦ R=

⎡
⎣ 0.613 0.772 −0.164

−0.787 0.585 −0.189
−0.05 0.245 0.968

⎤
⎦ t=

⎡
⎣ −0.289

−0.505
0.548

⎤
⎦ (23)

The solution is the one with normal vector that satisfies the normal to the plane n as defined
in Equation (13). In this case Solution 1 is selected.
The SVD algorithm is used to calculate the camera motion for the images in Figures 5, 6 and
7. The results are shown in Table 1.
In the next section, the robot localization algorithm is presented. The algorithm is applied on
Table 1 and the localization results are presented.

(a)
Fig. 5. Two views of a carpet scene taken with camera tilt of 45o. (a) The first image ( Image
i)(b) The second image (Image j). (c) and (d) The overhead view transformations of images in
i and j respectively mapped.
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(a) (b)
Fig. 6. Floor images (a)and (b) images for a floor taken at tilt of 45o.
.

Scene Motion estimated from Hij

carpet
R=

⎡
⎣ 0.787 0.413 0.457

−0.43 0.899 −0.07
−0.44 −0.141 0.886

⎤
⎦ , t = [−0.798 − 0.045 − 0.016]T , n= [−0.039 − 0.697 0.715]T

floor
R=

⎡
⎣ 0.999 0.025 0.028

−0.026 0.999 0.016
−0.028 −0.016 0.999

⎤
⎦ , t = [−0.082 − 0.256 − 0.209]T , n= [−0.013 − 0.661 0.75]T

vase
R=

⎡
⎣ 0.852 0.474 0.221

−0.424 0.873 −0.237
−0.306 0.108 0.945

⎤
⎦ , t = [−0.289 0.239 0.15]T , n = [−0.01 − 0.377 0.926]T

Table 1. Camera motion estimation using the homography transformations.

2.4 Locating the Robots
The localization problem is formalized as shown in Figure 8. This can be parameterized by
the triplet Γ = [ρ,φ1,φ2]. Where ρ is the Euclidean distance between the two robots, φ1 is the
angle of Robot2 with respect to Robot1 and φ2 is the angle of Robot1 with respect to Robot2.
The robot locations with respect to one another may be expressed by projecting the two 3D

(a) (b)

Fig. 7. Vase images: (a) tilt = 22o and (b) tilt = 33o .
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Fig. 8. The Robot angles.

camera coordinate systems on Robot1 and Robot2 on a 2D coordinate systems. The location of
Robot2 with respect to Robot1 is at (x1,y1) defined as follows:

x1 = −tx1 (24)

y1 =
√

t2y1 + t2z1 sin(α1 + β1) (25)

ρ1 =
√

x21 + y21 (26)

where β1 = tan−1 ty1
tz1

Similarly, the location of Robot1 with respect to Robot2 is at (x2,y2) defined as follows:

x2 = −tx2 (27)

y2 =
√

t2y2 + t2z2 sin(α2 + β2) (28)

ρ2 =
√

x22 + y22 (29)

where β2 = tan−1 ty2
tz2

Finally, the location vector Γ is defined as follows:

Γ = [ρ,φ1,φ2] =

[
ρ1 + ρ2

2
, tan−1

(
y1
x1

)
, tan−1

(
y2
x2

)]
(30)

The value of ρ in Equation (30) is calculated in term of camera height units. For a known
camera height h in cm, the value of Γ can be expressed as follows:

scene h dmeasured Γ |Δd|

carpet 78 cm 61.5 cm [0.79,−3.18o,138.76o ] 0.12 cm

floor 80 cm 27 cm [0.33,−75.99o,101.76o ] 0.6 cm

vase 78 cm 32 cm [0.40,44.09o ,102.06o ] 0.8 cm

Table 2. The calculated robot position from the estimated homographies

181Multi-Robot SLAM: A Vision-Based Approach



12 Multi-Robot Systems, Trends and Development

Γ = [ρh cm,φ1,φ2] (31)

The information in Table 1 is used to localize the robots in the carpet, floor and vase scenes.
The localization results are shown in Table 2. The camera height h and the measured distance
between the cameras for each scene are shown in columns 2 and 3 respectively. The location
vectors Γ are calculated as described in this section and the results are shown in column 4, the
discrepancy between the calculated and the measured locations are shown in column 5.

3. SLAM Experiments

In this section two experimental examples are provided for a robot traversing a work site. The
objective is that the robot is capable of calculating its pose with respect to its previous position.

3.1 Single-robot SLAM
Figure 9 shows a set of images collected by a robot moving on a planar surface, the tilt
with the ground is set manually to 33o and the height of the cameras is measured to
be h = 82cm. First, the matching algorithm discussed in the previous section is applied
and the inter-image homographies are calculated between consecutive robot locations. The
homography transformations calculated are: H01, H12, H23, H34, H45, H56 and H67. These
homographies are used to incrementally build a location graph. At each new location, the
robot pose is calculated with respect to its previous position, the resulting location graph
is shown in Figure 10. To estimate the accumulated error in estimating the pose between
consecutive locations, the pose between the initial location (Robot0) and last location (Robot
7) is estimated by concatenating the calculated inter-image homography transformations as
follows:

H07 =H67H56H45H34H23H12H01 (32)

Any error in estimating any of the matrices in the right hand side of Equation(32) will
influence the estimation of H07. In Figure 10 the value of r1 represents the measured distance
between Robot 7 and Robot 0, the estimated distance using H07 is represented by r2.
The error in estimating the distance between Robot 0 and Robot7 can be evaluated by dr =
|r1 − r2| as shown in Figure 10. The value of dr is 11.5cm for a total displacement error of
2.95%.
The global overhead view map of the environment can be built by combining the overhead
transformation and the inter-image homographies as described in Section 2.2. The result is
shown in Figure 11.
In the next section, our single-robot SLAM algorithm is generalized to the multiple-robot case.

3.2 Multi-robot SLAM
In this section we provide an example of two mobile robots RobotA and RobotB moving in
the same work site. The camera tilt on robots RobotA and RobotB are set manually to 33o and
45o respectively, the height of the camera from the ground plane is 55cm. Figure 12 shows
the images captured by RobotA and Figure 13 shows the images captured by RobotB. The
two robots start at arbitrary unknown locations (location A0 for RobotA and location B0 for
RobotB). Each of the robots starts building a local location graph and a local map of the
environment as discussed in the single-robot SLAM case, the local locations graphs are shown
in Figure 14(a) and (b). When an overlap occurs between the two robots, a joint location graph
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(0) (1) (2)

(3) (4) (5)

(6) (7)
Fig. 9. Single-robot SLAM: Image set collected by the robot.

and environment map can be build by calculating the relative pose of the two robots. The
approach used to determine the overlap between two robots is presented in the next section.
At location A7 for RobotA and location B8 for RobotB the two robots are viewing the same
scene, this overlap can be verified by comparing image A7 in Figure 12 and image B8 in
Figure 13. The relative pose of the two robots is estimated by the inter-image homography
between the two images and a joint location graph can be built. Figure 14(c) shows the joint
location graph which relates all the robot locations with A7 selected as the reference frame.
The joint map of the environment is shown in Figure 15.

3.3 Overlapping view detection
In order to determine if two cameras are viewing the same scene, the images have to be
compared. One approach is to calculate the inter-image homography as discussed in Section
2.3 and then determine the validity of this transformation. The validity may be checked
by mapping the corner points from one image to the other. If there exist a large number of
matches then this transformation is considered to be a valid transformation and accepted
otherwise it is rejected.
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Fig. 10. Single-robot SLAM: Location graph.

For two robots, this approach requires calculating the inter-image homography for
every possible combination of images. For N images captured by each robot, a complexity
of O(N2) of inter-image homography calculations is required. To improve the efficiency, the
homography between any two images is only calculated if there is a potential for match. To
do so, we propose a method based on color histogram distance.
The color histograms are commonly used to compare images based on their overall
appearance (Pass et al. (1996)). Because they are computationally efficient, they have
been used in many applications like image retrieval ( Brown et al. (1995); Flicker (1995);
Olga & Stonebraker (1995); Pentland et al. (1996)) and object identification( Swain & Ballard
(1991)).
The histogram h of an image is a vector consisting of n bins as follows:

h = [h1, . . . ,hn ] (33)

Each bin hi ∈ h, 1≤ i ≤ n, contains the number of pixels of color i in the image. Two images I
and I′ of histograms h and g can be compared based on the inter-bin distance d(h,g) between
their histograms. Images I and I′ are considered similar if d(h,g) is minimized. The histogram
is trivially computed compared to the inter-image homography. We propose an algorithm
to use histogram distance to determine the most likely overlap and then use-inter image
homography transformation to validate such an overlap. The algorithm is stated as follows:
Let A = {I1, . . . , INA} and B = {I′1, . . . , I

′
NB

} be the sets of images collected by RobotA and
RobotB respectively. With set A contains NA images and set B contains NB images. The
problem to solve is to find, using color histogram distance, an image Ia ∈ A and an image
I′b ∈ B such that Ia and I′b are most likely the overlap images if such an overlap exists between
the two robots.
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Fig. 11. Single-robot SLAM: generated map of the site

Let Hist(I)1 denotes the histogram of the overhead view of image I and CHist and CHomog
denote the cost of computing the histogram distance d and the inter-image homography
between two images. The algorithm we propose is summarized as follows:

Step 1: For k = 1 to NA
For l = 1 to NB
calculate d(Hist(Ik),Hist(I′l))
If d is minimized then

Ia = Ik and I′b = I′l
End

End
End

Step 2: Calculate the inter-image homography Hab between images Ia and I′b
Step 3: Accept/reject Hab based on the validation test.

In Step 1, the histogram distances between all the images acquired by the two robots are
calculated. The outcome is the two images (Ia and I′b) whose histogram distance is the global
minimum. In Step 2, the inter-image homography (Hab) is calculated for the two images.

1throughout this chapter all the histograms are calculated using the overhead view images
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(A0) (A1) (A2)

(A3) (A4) (A5)

(A6) (A7) (A8)

(A9) (A10) (A11)

(A12)
Fig. 12. Image set collected by the Robot A.
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(B0) (B1) (B2)

(B3) (B4) (B5)

(B6) (B7) (B8)

(B9) (B10) (B11)

(B12)
Fig. 13. Image set collected by the Robot B.
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(a)

(b)

(c)

Fig. 14. Multi-Robot Localization: (a) location graph generated by RobotA (b) location graph
generated by RobotB (c) the joint location graph
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Fig. 15. The map generated from images collected by Robot A and Robot B.

Finally, in Step 3, Hab is validated, if there exist a high number of matches between corners in
image Ia and corners in image I′b then the homography Hab is accepted.

4. Summary

We have presented a vision-based technique to solve the multi-robot SLAM problem. The
different robot locations are computed by finding the transformations that relate together
the captured images of the scene. The camera motions are estimated from the computed
inter-image homographies and each robot is localized with respect to a local map. To build a
global map, the inter-image homographies have to be calculated between different robots in
the team. To do so, an overlapping view detection technique is presented. The technique is
based on color histogram distances between images collected by the team of robots. When two
images from two robots have similar color histograms, a potential overlapping between the
two robots is assumed. The inter-image homography is calculated to verify if this overlapping
is valid. If the such an overlapping exist, then it is possible to build a common map of the
environment inside which the robots are evolving.
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1. Introduction    
The applications that require the navigation of a robot or a team of robots through an 
environment need an internal representation (or map) of this environment. Thanks to it, the 
robots can estimate their position and orientation using the information captured with the 
different sensors the robots are equipped with. Despite the fact that there are several kinds 
of sensors to carry out that task, omnidirectional visual systems can be stood out due to the 
richness of the information they provide and the relatively low cost they have.  
A typical problem in collaborative robotics implies a path following, e.g. to perform a 
surveillance task in an office environment or an assembly or delivery task in an industrial 
environment. Also, the problem of formations, where a team of robots must navigate 
keeping a relative position in a structure of robots can be seen as a problem of path 
following, where one or several robots must follow the path the leader is recording with an 
offset either in space or in time. 
Classical researches into mobile robots provided with vision systems have focused on the 
extraction of natural or artificial landmarks from the image to build the map and carry out 
the localization of the robot (Booij et al., 2007; Burschka & Hager, 2001; Thrun, 2003). 
Nevertheless, it is not necessary to extract such kind of landmarks to recognize where the 
robot is. Instead of this, we can process the image as a whole. These approaches (known as 
appearance-based) are especially useful for complicated scenes in unstructured environments 
where appropriate models for recognition are difficult to create. As an example, (Matsumoto 
et al., 1999) address a method for route following where several low-resolution images along 
the route are stored, and (Payá et al., 2007) use an incremental compression method of the 
scenes that permits online multi-robot route following. 
In the appearance-based approaches, images are saved without extracting any local feature, 
and the comparison is made directly, working with the whole information of the scenes. So 
the problem of finding the position of the robot in the environment consists in getting the 
best match for the current image among the reference images. Since no relevant information 
is extracted, an important problem of such approaches is the high computational cost they 
suppose. That is the reason why often it is necessary to apply some compression techniques. 
Different researchers have shown how a manifold representation of the environment using 
some compression techniques can be used. For example, PCA (Principal Components 
Analysis) is a widely used method that has demonstrated being robust applied to image 
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processing, as (Kröse et al., 2004) do to create a database using a set of views with a 
probabilistic approach for the localization inside this database. Conventional PCA methods 
do not take profit of the amount of information that omnidirectional cameras offer, because 
they cannot deal with rotations in the plane where the robot moves. (Uenohara & Kanade, 
1998) studied this problem with a set of rotated images, and (Jogan and Leonardis, 2000) 
applied these concepts to an appearance-based map of an environment. Despite its 
complexity and computational cost, it has the advantage of being a rotationally invariant 
method due to the fact that it takes into account the images with other orientations apart 
from the stored one. The approach consists in creating an eigenspace that takes into account 
the possible rotations of each training image, trying to keep a good relationship between 
amount of memory, time and precision of the map 
Other authors use the Discrete Fourier Transform (DFT) as a generic method to extract the 
most relevant information from an image. In this field, (Menegatti et al., 2004) define the 
Fourier Signature for panoramic images, which is based on the 1D Discrete Fourier 
Transform of the image rows and gets more robustness dealing with different orientations 
and (Rossi et al., 2008) use spherical Fourier transform of the omnidirectional images. 
On the other hand, (Dalal and Triggs, 2005) used a method based on the Histogram of 
Oriented Gradients (HOG) to pedestrians detection, proving that it could be a useful 
descriptor for computer vision and image processing using the objects’ appearance.  
In some applications, the use of a team of robots may help to make the achievement of the 
task quicker and more reliable. In such situations, each robot works with incomplete and 
changing information that has, also, a high degree of uncertainty. This way, only a suitable 
choice of the representation and an effective communication between the members of the 
team can provide the robots with a complete knowledge of the environment where they 
move. As an example, (Thrun, 2001) presents a probabilistic EKF algorithm where a team of 
robots builds a map online, while simultaneously they localize themselves. In (Ho & 
Newman, 2005) a map is build using visual appearance. From sequences of images, acquired 
by a team of robots, subsequences of visually similar images are detected and finally, the 
local maps are joined into a single map. 
In this work, we present a framework that permits carrying out multi-robot route following, 
where an appearance-based approach is used to represent the environment and a 
probabilistic approach is used to compute the localization of the robot. Each robot carries 
out an omnidirectional camera in a fixed position on its top, and the localization and 
navigation tasks are carried out using a descriptor of the global appearance of the 
omnidirectional images captured by this camera. Along the chapter, we study and compare 
some alternatives to build an efficient appearance descriptor. We compare the descriptors in 
terms of computational cost, size of memory and its validity in localization tasks. We use 
three different approaches to build these descriptors: the Discrete Fourier Transform, 
Principal Components Analysis and Histogram of Oriented Gradients. 
The remainder of the paper is organized as follows. In section 2, the main features of the 
multi-robot route-following system are addressed. In section 3, some methods to describe 
the appearance of the scenes are detailed.  The performance of these descriptors is tested in 
section 4 in a map building task, and in section 5 in a localization task. In both sections, the 
results of the experiments are commented. At last, the conclusions are presented. 

2. Multi-robot route following 
The main goal of the work is to present an architecture to carry out multi-robot route 
following using just visual information and with an appearance-based approach.  
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In this application, we work with a team of Pioneer P3-AT robots (fig. 1(a)) that are equipped 
with a catadioptric system (fig. 1(b)) consisting on a forward-looking camera and a parabolic 
mirror that provides omnidirectional images of the environment. To work with this 
information in an efficient way, the omnidirectional images are transformed to panoramic 
images, as shown on fig. 1(c). The size of these panoramic images is 41x256 pixels. 
 

 

 
(a) (b) (c) 

Fig. 1. (a) Pionner P3-AT robot and (b) catadioptric system that provides omnidirectional 
images. (c) Omnidirectional and (d) panoramic view of the environment captured by the 
catadioptric system. 

In a multi-robot route following task, a leader robot goes through the desired route while a 
team of robots follow it with an offset in space or in time. To accomplish this goal, the leader 
robot performs a learning task while the follower robots perform an autonomous navigation task. 
The learning task consists in tele-operating the leader robot through the route to follow while 
it stores some general visual information along this route. In a general way, new 
omnidirectional images are continuously acquired, but a new image is stored only when its 
correlation with the previously stored image goes down a threshold. This way, images are 
stored more frequently when the information changes quicker (i.e. turnings and non 
structured environments) and fewer images are stored when the new information is quite 
similar. In this step, it is important to define correctly the representation of the environment 
to permit that any robot can follow the route of the leader one with an offset either in space 
or/and in time in an efficient way. In this work, we propose the use of appearance-based 
methods to describe globally the information in the scenes. In section 3 we show how we 
build an efficient descriptor to represent this visual information. 
Fig. 2 shows a sample route in an indoor environment. The points where a new 
omnidirectional image has been stored are drawn as red dots. Each omnidirectional image 
has been transformed to the panoramic format, as show in the figure. In a posterior phase, a 
single descriptor per image will be computed. All these descriptors will constitute the 
database or map. 
On the other hand, once the leader robot has created the database or while it is being built, 
the follower robots perform the autonomous navigation task. Before starting this process, the 
follower robot is situated in a point near the learned route. Then, it has to recognize which 
of the stored positions is the nearest to the current one and drive to tend to the route, 
following it till the end. This task must be carried out just comparing its current visual 
information with the information stored in the database. Two processes must run 
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Fig. 2. Sample route including a hall, a corridor and a laboratory. The red dots show the 
places where the robot has acquired omnidirectional images to form the database. 

successively: auto-location and control. During the auto-location, the current visual 
information is compared with the information in the database, and the most similar point is 
taken as the current position of the robot. This decision must be made taking into account 
the aperture problem in office environments. This way, the new position of the robot must 
be in a neighbourhood of the previous one, depending on the speed of the robot. Once we 
have a new matching, in the control phase, the current visual information must be compared 
with the matched information of the database, and from this comparison, a control law must 
be deducted so that the robot tends to the route and follows it till the end. 
Once the principles of our route-following architecture have been exposed, in the next 
subsections each process in described in deep. 

2.1 Task 1: learning the map 
The map is built gradually while the leader robot is going through the route to record. This 
robot captures a new omnidirectional image when the correlation respect to the previous one 
goes down a threshold. This way, our database is composed of a set of omnidirectional views. 
As our proposal consists in working with global appearance methods, that imply using the 
information in the images as a whole, we do not perform any feature extraction. This fact 
becomes a problem due to the growing size of the memory for long routes and the high 
computational cost in the localization phase to find the best match between the current 
image and all the images stored in the database. That is the reason why a compression 
method must be used to extract the most relevant information from the set of images. 
When a new omnidirectional image is captured, first it is transformed into the panoramic 
image and then, the information is compressed to build a global descriptor of each 
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panoramic image. This way, each 41x256 image is compressed to a sequence of M numbers 
that constitute the descriptor of the image. 
Each image ; 1RxC

jX j N∈ℜ = … , being R the number of rows and C the number of columns, 
is transformed into a vector ; 1M

jz j N∈ℜ =
G … , being M the size of the global descriptor, M 

<< RxC. 
While building the descriptor jzG , some principles must be taken into account. It must 
extract the most relevant information from the image, and its length must be as small as 
possible. Also, each image must be described as the leader robot is capturing them; the 
descriptor must be computed in an incremental procedure (i.e. the descriptor of each image 
must be computed independently of the rest of images). At last, the descriptor must contain 
enough information so that the follower robot can estimate the control law that makes it 
tend to the route. In section 3 we present some approaches to build the descriptor and we 
make a complete set of experiments to decide the optimal procedure to build it in our route-
following application. 

2.2 Task 2: robot navigation 
After the learning task, the leader robot has created a database consisting of some feature 
vectors that are labelled as positions 1,..., N. For each position, a descriptor represents the 
visual information taken at that position. The descriptors are ; 1M

jz j N∈ℜ =
G … . 

Now, a different robot (the follower robot) can follow the same route carrying out 
successively two processes: auto-location and control. 

2.2.1 Auto-location 
When the follower robot captures a new image tX , first, the global descriptor of this image  

tzG  must be computed. Then, using this information, the robot must be able to compute 
which of the stored points is the closest one. With this aim, the distance between the 
descriptor of the current images and all the descriptors in the database is computed. We 
propose using the Euclidean distance as a measure. The distance between the descriptor of 
the current image tzG  and the descriptors jzG  in the database is: 

 ( )2

0
( ) ( ) ; 1

M

tj t j
l

d z l z l j N
=

= − =∑ G G …  (1) 

To normalize the values of the distances, a degree of similarity between descriptors is 
computed with eq. (2). The image of the database that offers the maximal value of tjγ  is the 
matching image, and then, the current position of the robot (the nearest one) is j. 

 ( )
( ) [ ]
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max min

1
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tj tj
t t

d d
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=
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=
= .  

However, in office environments that present a repetitive visual appearance, this simple 
localization method tends to fail often as a result of the aperture problem (aliasing). This 
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means that the visual information captured at two different locations that are far away can 
be very similar. To avoid these problems, we propose the use of a probabilistic approach, 
based on a Markov process (Thrun et al., 2005) to solve the problem.  
In this localization task, we are interested in the estimation of the nearest point of the 
database, i.e. the state tx  at time t using a set of measurements { }1: 1 2, , ,t tz z z z=

G G G G…  from the 
environment and the movements { }1: 1 2, , ,t tu u u u= …  of the robot. In this notation, we 
consider that the robot makes a movement tu  from time t-1 to time t and next obtains an 
observation tzG . In this document the localization problem has been stated in a probabilistic 
way: we aim at estimating a probability function ( )1: 1:| ,t t tp x z uG  over the space of all possible 
localizations, conditioned on all the data available until time t, the observations 1:tzG , 
movements performed 1:tu  and the map. In a probabilistic mobile robot localization, the 
estimation process is usually carried out in two phases: 
Prediction phase: 

In the Prediction Phase the motion model is used to compute the probability function 
( )1: 1 1:| ,t t tp x z u−

G , taking only motion into account. The motion model is a probabilistic 
generalization of robot kinematics. In this work the value of u is an odometry reading.  
Generally, we assume that the current state tx  depends only on the previous state 1tx −  and 
the movement tu . The motion model is specified in the form of the conditional density 
( )1| ,t t tp x x u− . As we have a set of discrete localizations, the probability function at the next 

step is obtained by the summation: 

 ( ) ( ) ( )1: 1 1 1 1: 1 1: 1| , | , | ,t t t t t t t t tp x z u p x x u p x z u− − − − −= ⋅∑G G  (3) 

where the function ( )1| ,t t tp x x u−  represents the probabilistic movement model. 

When the robot moves, the uncertainty over its pose generally increases. This is due to the 
fact that the odometry sensors are not precise. In consequence, the function ( )1| ,t t tp x x u−  
describes the probability over the variable tx  given that the robot was at the pose 1tx −  and 
performed the movement tu . 
Update phase: 

In the second phase, a measurement model is used to incorporate information from the 
sensors and obtain the posterior distribution ( )ttt uzxp :1:1 ,| G .  In this step, the measurement 
model ( )tt xzp |G  is employed, which provides the likelihood of obtaining the observation tzG  
assuming that the robot is at pose tx .  The posterior ( )ttt uzxp :1:1 ,| G , can be calculated using 
Bayes' Theorem: 

 ( ) ( ) ( )1: 1: 1: 1| , | | ,t t t t t t t tp x z u p z x p x z uη −= ⋅ ⋅
G G G  (4) 

where ( )1: 1| ,t t tp x z u−
G  denotes the probability that the robot is on the position tx  before 

observing the image whose descriptor is tzG . This value is estimated using the previous 
information and the motion model (eq. 3). ( )|t tp z xG   is the probability of observing tzG  if the 
position of the robot is tx . This way, a method to estimate the observation model must be 
deducted. In this work, the distribution ( )|t tp z xG  is modelled through a sum of Gaussian 
kernels, centred on the n most similar points of the route: 
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Each kernel is weighted by the value of confidence tiγ  (eq. 2). Once the prediction and the 
update phase have been computed, the new position is considered at the point with highest 
probability contribution. After the update phase, this process is repeated recursively.  
The knowledge about the initial state at time 0t  is generally represented by ( )0p x . In this 
case two different cases are generally considered. When the initial pose of the mobile robot 
is totally unknown, the initial state at time 0t , ( )0p x , is represented by a uniform 
distribution on the map. Then we say we are in the case of global localization. But if the 
initial pose of the mobile robot is partially known, the case of local localization or tracking, 
the function ( )0p x  is commonly represented by a Gaussian distribution centred at the 
known starting pose of the robot. In our route-following application, as the initial position is 
usually unknown, we use a uniform distribution to model ( )0p x .  

2.2.2 Control 
Once the robot knows its position, it has to compute its heading, comparing to the heading 
that the leader had when it captured the image at that position. This information must be 
computed from the comparison between the image descriptors. We suppose that the 
descriptor of the current image is tzG . After the probabilistic localization process, the 
descriptor of the corresponding location in the database is izG . If we suppose we can retrieve 
the relative orientation tθ  between the heading of the leader robot when it captured the 
image tX  and the heading of the follower robot when it captured the image iX , then, a 
control action can be computed to control the robot. We propose the use of a controller with 
the following expression: 

 [ ]
( )

1 2 1

3

.
.

t t t t

t t

k k
v k p x
ω θ θ θ −= ⋅ + ⋅ −

= ⋅
 (6) 

where ωt is the steering speed and vt the linear speed that must be applied to the robot. For 
the calculation of the steering speed, we propose to use a proportional and derivative 
controller. The linear velocity will be proportional to the probability p(xt), what means that 
when the robot is bad localized (due to the aperture problem or to the fact that it is far from 
the route), the linear velocity is low to allow correcting the trajectory, but when the robot is 
well localized (i.e. the robot is following the route quite well and no aliasing is produced), 
the robot goes quicker. 
Since the most important parameter to control the robot is the relative orientation of the 
robot, θt, in section 5 we make a detailed experimental study to determine how efficient is 
each descriptor when computing the relative orientation of the robot. 

3. Representation of the environment through a set of omnidirectional 
images with appearance-based methods 
In this section, we outline some techniques to extract the most relevant information from a 
set of panoramic images, captured from several positions along the route to follow. We have 
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grouped these approaches in three families: DFT (Discrete Fourier Transform), PCA 
(Principal Components Analysis) and HOG (Histogram of Oriented Gradients) methods. 
The last technique has proved previous promising results, although not in localization 
functions. This section completes the study presented in (Paya et al., 2009). 

3.1 DFT-based techniques 
As shown in (Menegatti et al., 2004), when working with panoramic images, it is possible to 
use a Fourier-based compact representation for the scenes. It consists in expanding each row 
of the panoramic image { } { }0 1 1, , ,

yn Na a a a −= …  using the Discrete Fourier Transform into 
the sequence of complex numbers { } { }0 1 1, , ,

yn NA A A A −= … . 
This Fourier signature presents the same properties as the 2D Fourier Transform. The most 
relevant information concentrates in the low frequency components of each row, and it 
presents rotational invariance. However, it exploits better this invariance to ground-plane 
rotations in panoramic images. These rotations lead to two panoramic images which are the 
same but shifted along the horizontal axis (fig. 3). Each row of the first image can be 
represented with the sequence { }na  and each row of the second image will be the sequence 
{ }n qa − , being q the amount of shift, that is proportional to the relative rotation between 
images. The rotational invariance is deducted from the shift theorem, which can be 
expressed as: 

 { }
2

; 0, ..., 1y

qk
j

N
n q k ya A e k N

π
− ⋅

−
⎡ ⎤ℑ = = −⎣ ⎦  (7) 

where { }n qa −
⎡ ⎤ℑ⎣ ⎦  is the Fourier Transform of the shifted sequence, and kA are the 

components of the Fourier Transform of the non-shifted sequence. According to this 
expression, the amplitude of the Fourier Transform of the shifted image is the same as the 
original transform and there is only a phase change, proportional to the amount of shift q. 
 

 
Fig. 3. Two panoramic images captured in the same point of the environment but with 
different heading for the robot. 

Then, with this method, a descriptor jzG  can be built with the modules and the angles of the 
Fourier signature of the panoramic image jI , retaining only the f  first columns where the 
most relevant information is stored.  
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3.2 PCA-based techniques 
When we have a set of N images with M pixels each, 1 ; 1Mx

jI j N∈ℜ = … , each image can be 
transformed in a feature vector (also named ‘projection’ of the image) 1 ; 1Kx

jz j N∈ℜ =
G … , 

being K the PCA features containing the most relevant information of the image, K N≤  
(Kirby, 2000). The PCA transformation can be computed from the singular value 
decomposition of the covariance matrix C of the data matrix, X that contains all the training 
images arranged in columns (with the mean subtracted). If V is the matrix containing the K 
principal eigenvectors and P is the reduced data of size K x N, the dimensionality reduction 
is done by ·TP V X= , where the columns of P are the projections of the training images, jzG . 
However, if we apply PCA directly over the matrix that contains the images, we obtain a 
database with information just with the orientation of the robot when capturing those 
images but not for other possible orientations. Some authors have studied how to build an 
appearance-based map of an environment using a variation of PCA that includes 
information not only about the localizations where the images were taken but also about all 
the possible orientations at that points (Jogan et al., 2000). However, in previous works we 
have proved that the computational cost of such techniques does not permit to use them in 
an online task. Instead of using these rotational invariant techniques, what we propose in 
this chapter is to build the descriptor jzG  by applying PCA over the Fourier Signature 
components instead of the original image, obtaining the compression of rotational invariant 
information, joining the advantages of PCA and Fourier techniques.  

3.3 HOG-based techniques 
The Histogram of Oriented Gradient (HOG) descriptors (Dalal and Triggs, 2005) are based 
on the orientation of the gradient in local areas of an image. The first step to apply HOG to 
an image is to compute the spatial derivatives of the image along the x and y-axes ( xU

 and yU ). We have obtained these derivatives by calculating the convolution of the images 
with Gaussian filters with different variance. Once the convolution of the image is made, we 
can get the magnitude and direction values of the gradient at each pixel: 

 2 2
x yG U U= +     ( )arctan x yU Uθ =  (8)  

After that, we compute the orientation binning by dividing the image in cells, and creating 
the histogram of each cell. The histogram is computed based on the gradient orientation of 
the pixels within the cell, weighted with the corresponding module value. The number of 
histogram divisions is 8 in our experiments, and the angle varies between -90º and 90º. Each 
image is represented through the histogram of every cell ordered into a vector.  
An omnidirectional image contains the same pixels in a row although the image is rotated, 
but in a different order. We can take profit of this characteristic to carry out the location of 
the robot by means of calculating the histogram with cells having the same width as the 
image (fig. 4). This way, we obtain an array of rotational invariant characteristics. 
However, to know the relative orientation between two rotated images vertical windows 
(cells) are used, with the same height of the image, and variable width and distance (fig. 4). 
Ordering the histograms of these windows in a different way, we obtain the same results as 
calculating the histogram of an image rotated a proportional angle to the D distance. The 
angle resolution that can be got between two shifted images is proportional to that distance: 
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Fig. 4. Cells used to compute the current position and the orientation of the robot. 

 * 360(º ) DAngle
Width of the image

=  (9) 

4. Performance of the descriptors in a map building task 
In this section, the different methods to build the images’ descriptors are compared using a 
database made up of a set images that were collected in several living spaces under realistic 
illumination conditions. It has been got from Technique Faculty of Bielefeld University 
(Möller et al., 2007). The images were captured with an omnidirectional camera, and later 
converted into panoramic ones with 41x256 pixels size. All the images belong to inner living 
spaces.  Specifically, there are examples from a living room (L.R.), a kitchen and a combined 
area (C.A.), all of them structured in a 10x10 cm rectangular grid. Fig. 5 shows an example of 
image corresponding to each area. The objective is to test the memory requirements and 
computational cost of each descriptor when representing an environment. 
The number of images that compose the database varies depending on the experiment, since, 
in order to assess the robustness of the algorithms, the distance between the images of the grid 
we take will be expanded, getting less information. I.e., instead of using all the images in the 
database to make up the map, we use just every two, three or four available images. In table 1 
the size of the grid and the number of elements appear depending on the selected grid.  
 

 Size 10x10 20x20 30x30 40x40 
L.R. 22x11 242 66 32 18 

Kitchen 12x9 108 30 12 9 
C.A. 36x11 396 118 48 27 

TOTAL  746 204 92 54 

Table 1. Size of the database and number of images selected depending on the grid.  

 

 
Fig. 5. Living room, kitchen and combined area sample images. 
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Fig. 6. (a) Amount of memory and (b) processing time to build the map with the Fourier-
based algorithm. (c) Amount of memory and (d) processing time to build the map using 
PCA over Fourier Signature method. (e) Amount of memory and (f) processing time to build 
the map with HOG, varying horizontal windows parameters. (g) Amount of memory and 
(h) processing time to build the map with HOG, varying vertical windows parameters.  
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Once the images of the map are selected, we compute the image descriptors using each 
method to obtain a dataset, which represents the map of the environment.   
Fig. 6 shows the amount of memory and time necessary to build the map, depending on the 
number of images and/or the different parameters that affect each algorithm as described in 
the previous section. These parameters are, in the case of Fourier signature, the number of 
Fourier coefficients per row (f). In the case of PCA over the Fourier signature, they are the 
number of vectors selected from the PCA decomposition (K), apart from the number of 
Fourier coefficients (f). At last, in the case of HOG, both the size and separation between 
windows must be decided in the case of the horizontal (position estimation) and the vertical  
(orientation estimation) windows. 
Fig. 6(a) and 6(b) show the memory requirements and processing time to build the map with 
the Fourier method. Naturally, there is a proportional increase of the memory and time 
requirements as we get more coefficients of each row (since more information is computed 
and stored), and a decrease of both parameters when the grid step increases (since it 
supposes fewer images in the map).  
Fig. 6(c) and 6(d) show the results when applying PCA to the Fourier Signature for a 20x20 
cm grid. The results are more dependent on the number of Fourier coefficients than on the 
number of PCA components. In all the experiments, the processing time is larger than in the 
first method if the same number of Fourier components is taken, due to the fact that apart 
from calculating the Fourier signature, it is necessary to compute the PCA algorithm too.  
Fig. 6(e) and 6(f) show the results when using HOG and varying the size of the horizontal 
windows and grid step. In these experiments, the vertical windows have a fixed width and 
gap of 8 pixels (i.e., degree step of 11,25º). These figures show a strong correlation between 
the size of the horizontal window and the memory and time requirements, since the bigger 
is the window, the lesser windows exist (no overlapping is used in horizontal windows).  
Fig. 6(g) and 6(h) show the results when using HOG and varying the size of and the distance 
between the vertical windows, for a 20x20 grid step. In this case, overlapping between 
windows is allowed. In these figures, we appreciate that the number of windows is much 
more influential in the results than its size. That is because calculating the histogram of a 
bigger window is computationally less expensive than computing the histogram of a new 
cell. In fig. 6(g) the graphs are overlapped because the information stored (the histogram of 
each cell) has the same size although the windows get bigger. 

5. Performance of the descriptors in a localization task 
Apart from studying the performance of the descriptors when representing the scenes, it is 
also necessary to test the accuracy they offer when computing the position and the 
orientation of the robot in the environment, since both results are crucial in the localization 
and control phases of the route-following aplication. In this section, we measure this 
accuracy. When a new image arrives, the position and orientation the robot had when 
capturing it must be computed comparing the descriptor of the new image with the 
descriptors in the map. To carry out the experiments, we use as test images all the available 
images in the database, independently of the grid selected to make the map, and 15 artificial 
rotations of each one (every 22.5º). So, the total number of test images is 11,936.  
We study separately the computation of the position and the orientation of the robot. 
Position is studied as binary results, considering if we obtain the best possible match or not, 
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and the information is showed with recall and precision measurements (Gil et al., 2009). 
Each chart shows the information about if a correct location is in the Nearest Neighbour 
(N.N.), i. e., if it is the first result selected, or between Second or Third Nearest Neighbours 
(S.N.N or T.N.N). Regarding the rotation, we represent the results accuracy in bar graphs 
depending on how much they differ from the correct ones. If the experiment error is bigger 
than ±10 degrees, it is considered as a failure. The processing time to calculate the position 
and orientation of the robot is shown in different tables, in seconds. 

5.1 Fourier signature technique 
The map obtained with the Fourier signature descriptor is represented with two matrices 
per image: the module and the phase of the Fourier coefficients. When a new image arrives, 
the first step is to compute its Fourier signature. Then, the location is estimated calculating 
the Euclidean distance between its module matrix and the module matrices stored in the 
map. The best match is obtained as the image in the map with minimun distance. Once the 
position of the robot is known, the phases’ matrix associated to the most similar image is 
used to compute the relative orientation of the robot. Table 2 shows the processing time 
depending on the images grid step and the number of Fourier components per row. There is 
a bigger dependency on the number of components than on the grid step (i.e. the number of 
images in the map). This is due to the orientation estimation, since it is the most 
computational heavy part of the algorithm and it depends only on the number of 
components per row. 
 

GRID 2 Comp 5 Comp 10 Comp 20 Comp 
10x10 0.0099 0.0130 0.0219 0.0487 
20x20 0.0072 0.0107 0.0192 0.0446 
30x30 0.0070 0.0104 0.0187 0.0440 
40x40 0.0069 0.0103 0.0185 0,0438 

Table 2. Processing time (in seconds) of the position and orientation estimation using the 
Fourier signature, varying the number of components per row and the grid step. 
Fig. 7 shows recall and precision measures. When more components per row are taken, the 
location is better, but there is a limit over which it is not interesting to raise the number of 
components because the results do not improve. In this case, with 10 components the 
location is successful. The phase accuracy also improves when more coefficients are used to 
compute the angle, although it is quite constant when we take 8 or more components. 

5.2 PCA over fourier signature 
After applying PCA over the Fourier signature modules matrix, we obtain another matrix 
containing the main eigenvectors, and the projection of the training images onto the space 
made up with that vectors. These projections are used to calculate the position of the robot. 
On the other hand, we keep the phases matrix of the Fourier signature directly to estimate 
the orientation.  
To know where the robot is, first the Fourier signature of the current image must be 
computed. After retaining the desired number of components per row, the vector of 
modules is projected onto the eigenspace. The most similar image in the map is obtained by  
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Fig. 7. (a), (b), (c) Recall-Precision charts with Nearest Neighbour (N.N.), Second Nearest 
Neighbour (S.N.N.) and Third Nearest Neighbour (T.N.N) and (d) accuracy in the 
calculation of the orientation using the Fourier Signature method. 
 

GRID 2 Comp 5 Comp 10 Comp 20 Comp 

10x10 0.1113 0.2420 0.2844 0.3362 

20x20 0.0355 0.0613 0.0985 0.1462 

30x30 0.0233 0.0483 0.0838 0.1321 

40x40 0.0205 0.0459 0.0815 0.1294 

Table 3. Processing time (in seconds) of the pose estimation using PCA over Fourier 
signature when selecting 10 PCA components. 
 

GRID 2 Vectors 5 Vectors 10 Vectors 20 vectors 

10x10 0.1505 0.1492 0.1497 0.1497 

20x20 0.1294 0.1293 0.1300 0.1295 

30x30 0.1278 0.1280 0.1271 0.1273 

40x40 0.1272 0.1273 0.1272 0.1270 

Table 4. Processing time (in seconds) of the pose estimation using PCA over Fourier 
signature when selecting 40 Fourier coefficients per row. 
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calculating the minimum Euclidean distance of the new image’s projection and the map 
ones. When the position is known, the phase is calculated in the same way than when we do 
not apply PCA since the phase matrix is not projected. 
Table 3 presents the processing time to get the position and the orientation of the robot from 
the moment the current image arrives. To measure this time, the number of eigenvectors we 
keep is constant. The results show that the elapsed time rises as the number of images in the 
map or the components in the Fourier signature increase. However, except in the first case, 
the number of coefficients we take has more influence since the computation of the phase is 
computationally more expensive than the localization, and it depends on this parameter.  
Table 4 shows the processing time when applying PCA over Fourier signature, varying the 
number of eigenvectors. These results show again that the number of vectors is not very 
influential since the time spent in the algorithm does not change significantly. Moreover, as 
far as PCA effects are concerned, there are no important variations in the time when the grid 
step varies, i.e. projecting the characteristic vector onto the eigenspace is a fast process and 
there are no important differences when having more images or using more vectors to build 
the projection space.  
As we can see in fig. 8, if a high accuracy in the localization task is needed, it is required a 
high number of PCA eigenvectors, what means loosing the advantages of applying this 
method. Moreover, in the majority of experiments, the number of Fourier coefficients we 
need is bigger than when we do not use PCA, incrementing the memory requirements. 
Phase results are not included because the results are exactly the same as showed in fig. 4 
since its calculation method does not vary. 
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                                  (c)                                (d)  
Fig. 8. Recall-Precision charts with Nearest Neighbour (N.N.), Second Nearest Neighbour 
(S.N.N.) and Third Nearest Neighbour (T.N.N) using PCA over Fourier Signature varying 
the number of PCA vectors. 
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5.3. Histogram of oriented gradient 
When a new image arrives, first, its histogram of oriented gradient is computed using cells 
(windows) with the same size as when the map was built. So, the time needed to find the 
pose of the robot varies depending on both vertical and horizontal cells. To find the position 
of the robot, the horizontal cells information is used, whereas to compute the phase it is 
necessary to use the information in the vertical cells. In both cases, the information is found 
by calculating the Euclidean distance between the histogram of the new image and the 
stored ones in the map.  
 

GRID 2 pixels 4 pixels 8 pixels 16 pixels 
10x10 0.1113 0.2420 0.2844 0.3362 
20x20 0.0355 0.0613 0.0985 0.1462 
30x30 0.0233 0.0483 0.0838 0.1321 
40x40 0.0205 0.0459 0.0815 0.1294 

Table 5. Processing time (in seconds) in the pose estimation using HOG, varying horizontal 
cells height. 
 

GRID 2 pixels 4 pixels 8 pixels 16 pixels 
10x10 0.6599 0.5259 0.4979 0.4857 
20x20 0.2777 0.1598 0.1240 0.1136 
30x30 0.2546 0.1301 0.0982 0.0866 
40x40 0.2497 0.1247 0.0943 0.0822 

Table 6. Processing time (in seconds) in the pose estimation using HOG, varying vertical 
cells distance. 
When a smaller cells’ size is used, more windows appear, so more histograms have to be 
computed. So, when we reduce the height of the cells, the processing time is bigger (table 5). 
Moreover, when the map is made up of more images, we have to make more comparisons to 
find the nearest image, what means to spend more time. But with fewer cells, it is more 
difficult to recognise the correct position, as shown in fig. 9. 
In table 6 the effect of varying the distance between vertical cells is assessed. This parameter 
conditions the phase computation. The more distance we have, the less time we need, 
because the number of histograms to compute is lower. However, to improve the angle 
accuracy, that distance must be reduced. 

6. Conclusion 
In this paper, we have presented an appearance-based multi-robot route following scheme. 
The proposed solution uses low resolution panoramic images obtained through a 
catadioptric system that is mounted on each robot in the system, and appearance based 
methods to build the map and compute the localization. 
In our approach, a leader robot goes through the desired rote while it creates a database 
with some visual information captured along the route. This database is shared with the 
follower robots, which have to follow this route from a distance (as in space or in time). To  
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Fig. 9. (a), (b), (c) Recall-Precision charts with Nearest Neighbour (N.N.), Second Nearest 
Neighbour (S.N.N.) and Third Nearest Neighbour (T.N.N). (d) Phase accuracy using HOG. 
do it, a probabilistic algorithm, based on a Markov process has been implemented to 
calculate their current position among those that the leader has stored, and a controller has 
been implemented, also based on the appearance of the scenes, to calculate the linear and 
turning speeds of the robot. To allow a new robot can follow the route that another robot is 
recording at the same time, an incremental algorithm is presented. 
The work is mainly focused in the study of the feasibility of the techniques based on the 
global appearance of the panoramic scenes to solve the problem. With this aim, we use 
dimensionality reduction to extract the most relevant information from the environment and 
build a robust and efficient descriptor of each scene.  
We have compared the performance of three different approaches when working with 
panoramic images: Fourier signature, Principal Components Analysis applied to the Fourier 
signature and Histogram of Oriented Gradients. Our contribution in the comparison of 
these three methods is twofold. First, we have studied their performance when representing 
the environment. We have carried out a set of experiments to test the computational cost to 
compute each kind of descriptor and the memory requirements to store them. Secondly, we 
have also studied their validity in localization tasks. In this case, the experiments have 
allowed us to know the efficiency in calculating the position and the orientation of the robot 
by comparing its current visual information with all the descriptors previously stored in the 
database.  
All the description methods have demonstrated to be valid to represent the environment 
and to carry out the estimation of the pose of a robot inside the map. However, the Fourier 
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signature has proved to be the most efficient method since with few components of the 
Fourier Transform of each row we obtain good results. So, the map does not need a huge 
amount of memory to be stored, and the comparison is not a computationally heavy 
process. No advantage has been found in applying PCA to the Fourier signature, since 
creating the eigenspace is a computationally expensive task, and in order to have good 
results it is needed to keep the great majority of the eigenvectors obtained. Moreover, 
because we need more Fourier coefficients, the size of the map is not reduced. Regarding 
HOG, although the results demonstrate it is a robust method, it is not very flexible due to its 
time and memory requirements, since the histogram computation is a time-consuming task, 
and if we want to improve the orientation accuracy, the map’s memory increases notably.  
This paper shows again the wide range of possibilities of appearance-based methods 
applied to mobile robotics, and its promising results encourage us to continue studying 
them in deep, looking for new available techniques. Our future work includes studying how 
to build more sophisticated topological maps of the environment and how to cope with 
some typical problems in indoor environments such as occlusions, changes in the lighting 
conditions and changes in the position of some objects of the scene. Also, these new maps 
will require the use of new probabilistic localization methods, such as Monte Carlo 
approaches, whose applicability to appearance-based data must be explored. 
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1. Introduction 
Future generation autonomous agents are expected to operate in remote and dangerous 
places like outer space, undersea, hazardous waste sites, and are therefore anticipated to be 
far more self-directed than today's existing agents. The ability of an agent to plan its own 
motion is pivotal to its autonomy. For over more than three decades, agent motion planning 
in general, and robot motion planning in particular, have attracted much research in various 
fields and have become central topics in autonomous agents and artificial intelligence. 
Although today the term ‘motion planning’ is considered to cover a wide variety of 
problems, we will use it for the problem of planning collision-free motions for an 
autonomous robot moving among obstacles. 
The necessity of planning the motions of autonomous agents originally arose in early 1970’s, 
when the first industrial robots were to perform automatic tasks of manipulation and 
navigation. Soon it was realized that the complexity of the robot motion planning problem is 
PSPACE-hard and NP-complete since the size of the solution space grows exponentially and 
gets extremely complicated, especially for high degrees of freedom (Canny, 1988). 
Many techniques have been developed for solving the robot motion planning problem, 
including the ‘Skeleton’ or ‘Roadmap’ approach (Choset et al., 2005). In this approach, the 
continuous workspace is mapped into a one-dimensional graph with vertices including the 
start and goal of the robot, and edges as paths between vertices. This graph is then searched 
to find a collision-free start-to-goal path. 
Visibility Graph is a type of roadmap which is the collection of lines in the free space 
connecting vertices of an object to those of another (Fig. 1(a)). There are O(n2) edges in the 
Visibility Graph, and it can be constructed in O(n2) time and space in 2D, where n is the 
number of vertices. 
Voronoi Diagram is another roadmap defined as the set of points equidistant from two or 
more objects (Fig. 1(b)). The Voronoi Diagram partitions the space into regions, where each 
region contains one object. For each point in a region, the object within the region is the 
closest to that point than any other object. There are only O(n) edges in the Voronoi 
Diagram, and it can be efficiently constructed in Ω(nlogn) time, where n is the number of 
objects (Hwang & Ahuja, 1992). 
When multiple moving robots share a common workspace, the motion planning task 
becomes even more difficult and cannot be performed for just one robot without 
considering others. In this kind of problems, while pursuing their individual (local) goals, 
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                           (a)        (b) 

Fig. 1. (a) Visibility Graph, and (b) Voronoi Diagram 

robots must coordinate their motions with each other in order to avoid collisions with 
obstacles and one another, thus contributing to the task of achieving a global goal, which 
might be minimizing the total time or distance. This problem is called Multi Robot Motion 
Planning (MRMP) problem. In MRMP, each robot is regarded as a dynamic obstacle for 
other robots, and therefore the element of time plays a major role in planning, especially 
because of its irreversible nature (Latombe, 1991). 
Although classic roadmaps like Visibility Graph and Voronoi diagram have proved to be 
effective for single-robot problems, they do not provide straightforward solutions to MRMP 
problems, including the corridor-like environment shown in Fig. 2(a). This kind of 
environments is prevalent in large warehouses, plants, and transportation systems, where 
Automatic Guided Vehicles (AGVs) convey material and products (Fig. 2(b)). 
 

   
(a)     (b) 

Fig. 2. (a) Each robot must move toward its final destination while allowing other robots to 
reach their goals. (b) Planning the motions of AGVs to different locations in a shop floor or 
warehouse is a real-world application of MRMP 

Space is the most limiting constraint in a typical MRMP problem: often, because of lack of 
sufficient space around moving robots, they cannot reach their destinations without 
obstructing each other’s way, causing deadlocks. Deadlocks are situations in which two (or 
more) robots intercept each other’s motions and are prevented from reaching their goals. 
This happens generally in narrow passageways where autonomous moving robots cannot 
pass by each other. To resolve such a deadlock, one of the robots should leave and evacuate 
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the passageway (by usually backtracking), and let the opposite robot move out of  
the passage. 
A well-known cooperative behaviour of robots is following independent start-to-goal paths 
while resolving deadlocks by reshuffling, circumnavigating, detouring, and speed 
regulating, which is also known as Velocity Tuning and is first developed in (Kant & 
Zucker, 1986). Another approach developed for resolving deadlocks is the Prioritized 
Planning, in which the robots are sorted by their moving priorities (Bennewitz et al., 2001). 
Higher-priority robots are planned first, whereas lower-priority robots plan their motion 
subsequently by considering higher-priority robots as dynamic obstacles. 
By reducing the workspace into a graph with vertices including the starts and goals of all 
robots, the MRMP problem can turn into a sequencing problem where the robots are 
planned to move sequentially (or concurrently) toward their destinations, without colliding 
with each other. The graph structure stipulates them to remain on predefined routes (i.e. 
graph edges), and so avoid static obstacles existing in the workspace. 
The main question in designing a predefined graph, however, is to find out whether the 
graph is ‘reachable’ (solvable) for any initial and final configurations. Solvable Graphs allow 
the transition of any initial configuration of agents (e.g. pebbles (beans), robots, or vehicles) 
to a final state via their sequential moves along the graph’s edges. 
Wilson in (Wilson, 1974) worked out a relation between the number of pebbles (k) and the 
number of vertices (n) of only bi-connected graphs as k = n − 1. Kornhauser in (Kornhauser 
et al., 1984) improved this result through generalizing the decision problem for all graphs 
and any number of agents. (Auletta et al., 1999) studied the above problem as pebble motion 
problem by following the generalization of the 15-puzzle and presented a linear algorithm 
for deciding the reachability of trees. Ryan in (Ryan, 2008) studied the possibility of reaching 
destinations of connected sub-graphs by simplifying the multi robot motion planning 
between the sub-graphs. He worked on predefined sub-graphs like stack, clique and hall. In 
(Onn & Tennenholtz, 1997) it is demonstrated that the environment can be shown through 
any two-connected graph which has a routing with a practical social law for motion 
planning. 
To our knowledge, the problem of deciding whether a graph is always solvable for a specific 
number of robots for any initial and final configuration has never been mentioned or 
addressed in the literature prior to our work (Masehian & Hassan Nejad, 2009). The problem 
of determining the smallest solvable graph (in terms of vertices) for a certain number of 
robots has also been remained untackled.  
Graphs can be categorized into two general classes: cyclic, and acyclic: cyclic graphs have 
loops and are more convenient for moving of multiple robots (or agents), while acyclic 
graphs (i.e. trees) provide less manoeuvrability for the agents moving on it. That’s why 
MRMP on trees can serve as a basis for MRMP on general cyclic graphs. MRMP on trees has 
real-world applications in maze-like environments, indoor corridors, parking lots, railway 
networks, etc. 
In this chapter, we specifically deal with tree-type (acyclic) graphs, and set forth the 
following questions: What is the maximum number of robots a tree can accommodate such 
that any final configuration can be reached from any initial configuration? What topology a 
tree must have to be solvable for a specific number of robots? and What is the ‘smallest’ tree 
solvable for a specific number of robots? 
After presenting some basic definitions in section 2, in section 3 the conditions for a tree to 
be solvable are investigated and the maximum number of robots located on it is determined. 
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The concept of Minimal Solvable Trees is introduced in Section 4, and a practical shop-floor 
problem is presented in Section 5 to demonstrate the application of theoretical results. Some 
discussions and conclusions are presented in Section 6. 

2. Definitions and assumptions 
As mentioned earlier, reducing (or mapping) the configuration space into a graph is very 
helpful regarding the significant savings in required time and memory. In order to lay a 
proper mathematical foundation for expressing and investigating the properties of graphs, 
we adopt the standard terminology used in Graph Theory (Diestel,  2000). In addition, some 
definitions and symbols have been introduced and defined specifically for this work, all 
presented in Table 1. A number of these concepts are illustrated in Fig. 2.  
Generally, an MRMP in a continuous space is composed of the following phases: 
a. Constructing a network (graph) with nodes (vertices) including the robots’ initial and 

final stopping locations, together with all the locations the robots should be able to 
temporarily stop at and offer a service. The arcs (edges) of the graph must pass through 
free spaces (e.g. unoccupied rooms or corridors) such that no obstacle may be collided 
with during the robots’ motions along the edges. 

b. Planning the robots’ motions along the arcs of the network from their starting to final 
locations, such that a cost criterion (e.g. time, distance, or expense) is minimized.  

 
 

Term/Symbol Description 
Order, │G│ The number of vertices of the Graph G = (V, E). 
║G║ The number of edges on G. 
Path A non-empty graph P = (V, E) of the form V = {v0, v1, ..., vk}, 

E = {v0v1, v1v2, ..., vk−1vk}, where all vi ‘s are distinct. 
Cycle A non-empty graph of the form V = {v0, v1, ..., vk}, E = {v0v1, v1v2, 

..., vk−1vk, vkv0}, where all vi ’s are distinct.  
Cycle Edge An edge on a cycle. 
Tree An acyclic graph. 
Leaf, L A vertex with a degree d = 1. 
Cycle Vertex, C A vertex located on a cycle. 
Internal Vertex, I A vertex with a degree d > 1 which is not a Cycle Vertex. 
Stem, S The longest path in the graph with its one end (or both ends, if 

located between two cycles) connected to a cycle vertex and 
including it, and not containing any Cycle Edge. None of the 
edges of the Stem are cycle edges. If not unique, the Stem is 
selected arbitrarily. The number of vertices on the Stem (i.e. its 
order) is shown by │IS│. 

Configuration An arrangement of robots on the graph vertices such that no 
vertex is occupied by more than one robot. 

 

Table 1. Definitions of used terms and symbols 
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Fig. 3. Some concepts illustrated: L, I, J and C denote Leaf, Internal vertex, junction and Cycle-
vertex, respectively. The symbol  indicates a cycle, and the dashed area designates the Stem 

When designing a graph or network of routes, it is always important to consider current 
transportation demands, as well as future developments of the system. In the context of 
MRMP, this consideration requires that the system designer decides the proper topology of 
the network, the number of agents (as mobile robots or vehicles) required to move along the 
routes, and the possibilities of expanding the network for future increased transportation 
traffic. 
Concerned about these issues, we have comprehensively investigated the concept of 
Solvable Graphs. To date, the notion of graph solvability has been essentially dependent to 
the initial and final configurations (situations) of the moving objects. For instance, the 
question whether a tree-like graph is solvable for a given initial and final configuration of 
pebbles is solvable or not is addressed in (Auletta et al., 1999). However, no work exists in 
the literature for all types of graphs, and never has the problem of deciding if a graph is 
always solvable for a specific number of robots for any initial and final configuration been 
mentioned or addressed. 
In this chapter, we just focus on the first phase of MRMP, that is, graph construction, and 
propound some related problems of broad scope, such as: 
- What is the maximum number of robots a graph can accommodate such that any final 

configuration can be reached from any initial configuration? 
- What topology must a graph have to be solvable for a specific number of robots? 
- What is the ‘smallest’ graph solvable for a specific number of robots? 
Before dealing with the answers to the above questions, three new fundamental and 
correlated notions are presented: 
Definition 1. A Solvable Graph is a graph on which any configuration of at most m robots 
can be reached from any initial configuration through their moves on graph edges, and is 
shown by SGm. 
Definition 2. A Partially Solvable Graph is a graph on which only some configurations of m 
robots can be reached from any initial configuration through their moves on graph edges, 
and is shown by PSGm.  
Definition 3. A Minimal Solvable Graph is the smallest graph on which any configuration 
of at most m robots can be reached from any initial configuration through their moves on 
graph edges, and is shown by MSGm. In this definition, ‘smallest’ can be expressed and 
measured in terms of the number of either vertices or edges. 
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Graphs can be categorized into two general classes: (1) Cyclic graphs, and (2) Acyclic 
graphs. Cyclic graphs have loops and provide alternative ways to access a specific node, and 
therefore are more convenient for planning the motions of multiple robots. On the other 
hand, Acyclic graphs (i.e. trees) do not have any loops, and the shortest path between every 
pair of vertices is unique. As such, trees provide fewer options and less manoeuvrability for 
robots, and are much harder to solve than cyclic graphs. Actually, MRMP on trees can serve 
as a basis for MRMP on cyclic graphs, and the solution of an MRMP on a tree is also valid 
for the MRMP problem on a cyclic graph which is the superset of that tree. In view of this, 
and considering its NP-hardness, we found the MRMP problem on trees a worthwhile and 
challenging problem to be solved efficiently. 

2.1 Assumptions 
In the phase of graph construction, the topological (and not geometric) features of the world 
are important; features like the number and degrees of vertices, existence of edges between 
certain pairs of vertices, existence of loops and their sizes, etc. Nevertheless, the geometrical 
features of the world, such as the exact coordinates of the vertices, the lengths of edges, etc. 
become decisive in the phase of motion planning. 
In this chapter some simplifying (yet not limiting) assumptions about the graph and robots 
are made as following: 
1. An essential assumption is that the designed graph is finite, connected, planar, acyclic, 

and represents the free space. This means that edges intersect only at vertices. 
2. The graph is undirected, and a path exists from any vertex v to u and vice versa. 
3. The initial and final locations of all robots lie on the graph and are known. 
4. All robots share the same graph and can (and may) move on the edges of the graph and 

stay on the vertices of the graph. A Move is defined as transferring a robot from a 
vertex to its neighbouring vertex via their connecting edge. 

5. Two or more robots may not simultaneously occupy the same vertex in the graph. That 
is, the vertices are supposed to be spaced sufficiently far apart so that two robots can 
occupy any two distinct vertices without having collision. 

6. Robots have sequential (i.e. one at a time) movements on edges of the graph. In other 
words, a robot at vertex v can move to its neighbouring Leaf or Internal vertex u only if u 
is unoccupied. Robots occupying other vertices in the graph do not affect this movement. 

3. Solvable trees 
Since junctions are vertices in the tree where different branches and Leaves meet (just as 
squares or crossroads which connect avenues and streets), they enable the robots to change 
their course of motion and shift from one branch or Leaf to another branch or Leaf. 
Therefore, Leaves and junctions’ branches can be used for robots’ manoeuvres and 
interchanges, and serve as places for situating the robots permanently or temporarily during 
the motion planning task, aiming to make the start-to-goal paths of robots as free as possible 
and facilitate the robots’ moves toward their goals. 
On the other hand, the exchangeability of robots at and around a junction also depends on 
the number of vertices not occupied by robots at the initial configuration. We call these 
empty vertices ‘Holes’, and their number, H, is calculated by H = │G│ − m, where │G│ is the 
order of the graph. 
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In this section, for obtaining the solvability conditions of trees, first the simplest trees called 
‘Stars’ are introduced and their solvability is investigated. The results are then generalized to 
more complicated trees. It is noted that we are trying to find the maximum number of robots for 
which a tree is solvable. Obviously, any tree solvable for m robots is also solvable for k < m 
robots since there will be more empty vertices and so deadlocks can be resolved more easily. 
The basic requirement for the solvability of a graph is expressed as follows: 
Lemma 1. A graph is SGm iff any two robots located on it can exchange their positions. 
Proof. Suppose that m robots have to move from their initial positions to specified final 
positions. We represent the exchange of two robots ri and rj by X(ri, rj) and denote the act of 
moving a robot ri to an empty vertex by M(ri, h), and assume that robots’ exchanges are 
possible while the initial and final positions of all other robots remain unchanged. It is noted 
that while the premise of the lemma deals with exchanging of two robots, moving a robot to 
an empty vertex is a direct ramification of it since it is equivalent to exchanging a real robot 
with a dummy one. 
The planning of start-to-goal motions of all robots can be decomposed into a sequence of 2-
robot exchanges, as follows: 
 

 Stage 1:  M(r1, h)  or X(r1, ri),  ∀ i ∈ {2, 3, …, m}, 
 Stage 2:  M(r2, h)  or X(r2, ri),  ∀ i ∈ {3, 4, …, m}, 
 … 
 Stage m−1: M(rm−1, h) or X(rm−1, ri), ∀ i ∈ {m}, 
 Stage m:  M(rm, h). 
 

Note that for accomplishing each Stage numerous steps (i.e. moves) might be necessary. It 
follows that if according to the premise of the lemma any 2-robot (either real or dummy) 
exchange is possible, then any m-robot exchange is also possible, which means that the 
graph is solvable. 
Conversely, if a graph is solvable, then any configuration is reachable from any initial 
configuration—a special case of which could be the exchanging of just two robots. This 
shows that graph solvability and 2-robot exchanging are logically equivalent.      □ 

3.1 Solvability of star trees 
A Stark is a complete bipartite graph with only one vertex in one part and k vertices in the 
other part. Stars are trees with diameters equal to 2, and have only one junction. Fig. 4(a) 
illustrates a 6-Leaf Star. 
An Extended Star (ESk) is a graph comprised of a single junction connected to k vertices, some 
or all of which are connected to ‘chains’ of internal vertices, such that there are no other 
junctions in the graph. A typical Extended Star is shown in Fig. 4(b). 
Lemma 2 investigates the solvability of Stars: 

 
                          (a)                (b) 
Fig. 4. (a) A 6-leaf Star, and (b) an Extended Star with ║S║= 4 
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u
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Lemma 2. A Star with k leaves is Solvable iff H ≥ 2, where H is the number of Holes. 
Proof. A Stark has k + 1 vertices (as can be seen in Fig. 4(a) for k = 6), and when H = 2, these 
two Holes may either be (i) on two leaves, or (ii) on a leaf and the junction. Now for proving 
the solvability of the Star, various possibilities of initial and final configurations of robots 
can be considered in the form of four Scenarios enlisted in Table 2. 
 

 G1: The goals of all 
robots are on leaves

G2:  The goals of all robots are on 
leaves except for one that is on the 

junction 
S1: The starts of all robots are on 
leaves Scenario 1 Scenario 2 

S2: The starts of all robots are on 
leaves except for one that is on the 
junction 

Scenario 3 Scenario 4 

Table 2. Possible scenarios for robots’ configurations on Stars 

Scenario 1: In this scenario a Leaf and the junction are initially empty (case (ii)). If the empty 
Leaf is the goal of a robot, then it should be occupied by that specific robot either directly (if 
there is a free path for the robot), or indirectly (after freeing the path by other robots). So the 
Star is solvable. 
Scenario 2: In this scenario the case (ii) holds again. The robots should occupy their goals in 
the same manner as in the Scenario 1, with the consideration that occupying the junction 
should be the last move. The Star is therefore solvable. 
Scenario 3: In this scenario, initially one robot is on the Star’s junction and m−1 robots are on 
the Leaves, and so the case (i) holds true. Through a single move of the robot located on the 
junction to an arbitrary empty Leaf, the Scenario 1 is attained, and the subsequent moves for 
solving the problem can be done in the same manner. 
Scenario 4: The case (i) applies for this scenario. Again by moving the robot on the junction 
to an empty Leaf, this scenario converts to the Scenario 2, and the problem can be solved 
accordingly. 
If H > 2, then the situation for the solvability of the Star is more favourable and the Star is 
definitely solvable. Conversely, if H < 2, then the robots located on leaves can just move to 
the junction and cannot locate on another leaf, so the graph is not salvable.                    □ 
Lemma 3 deals with the solvability of Extended Stars: 
Lemma 3. An Extended Star is solvable iff H ≥ ║S║+ 1, where H is the number of Holes and ║S║ is 
the length of the graph’s Stem. 
Proof. According to the Lemma 1, in order for the graph to be solvable, any two robots must 
be able to exchange their positions. On the other hand, the worst case of exchanging occurs 
when a robot ri located on the vertex v with the maximum distance to the junction, (i.e. on 
the leaf of the graph’s Stem) has to exchange its position with robot rj located on the furthest 
vertex u of the second longest chain (with a length of at most ║S║) as shown in Fig. 4(b). 
Since there are no cycles or other junctions in the graph, the only way for robot ri to get to 
another chain of the graph is to reach the junction (as proved in the Lemma 2) and then 
enter the destination chain. This is possible only by evacuating the path connecting the 
vertex v to the junction (if the path is not initially empty) plus an additional vertex 
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connected to the junction, by removing all obstructing robots onto the graph’s empty 
vertices. The additional empty vertex beyond the junction serves as a ‘parking’, so that after 
locating the robot ri on it, the destination chain can be evacuated completely by moving its 
robots toward the empty Stem through the junction. This means that at least ║S║ + 1 
vertices in the graph should be empty. 
Conversely, if H < ║S║ + 1, the robot ri could at most reach the junction, and not farther, 
toward other chains. Thus the graph would be unsolvable.        □ 
Regarding the pivotal role of junction vertices in solvability of graphs, at this point we 
present a new concept, the Influence Zone (IZ) of a junction as the set of vertices and edges 
around a junction. Mathematically: 
Definition 4. The Junction Influence Zone (IZJ

 i) of the junction J i is the subgraph satisfying 
the following condition: 

 { }= ∈ ≤ −( , ) ( , ) ( , ) 1i i
JIZ v e V E Dist J v H  (1) 

which means that IZJ
 i contains the junction J i plus all vertices with distances to J i less than 

or equal to H − 1, together with all their connecting edges. 
Fig. 5 illustrates Junction Influence Zones of a tree with H = 3 holes. In this example, the 
vertices in Influence Zones are: IZJ

 1 = {J1, J4, v3, v4, v7, v8, v9 }; IZJ
 2 = {J2, v1, v2, v6, v10, v11, v12, 

v16}; IZJ
 3 = {J3, v13, v14, v15, v17, v18}; IZJ

 4 = {J4, J1, v7, v11, v12, v13, v14}. 
By comparing the definitions of the Extended Star and Junction Influence Zone, and 
regarding the results of the Lemmas 2 and 3, the following corollary can be proposed about 
the general condition for a Junction IZ to be solvable: 
Corollary 1. Any Junction Influence Zone having at least ║S║ + 1 Holes is solvable. 
Proof. Considering the following two facts: 
i. Junction Influence Zones (IZJ) may contain multiple junctions whereas Extended Stars 

(ES) do not contain any junction (other than the central junction, as seen in Fig. 4(b)); 
and, 

ii. Junctions in a graph provide possibilities for robots’ exchange and temporary residence, 
 

 
Fig. 5. Junction Influence Zones of a tree with H = 3 holes 

it is concluded that the topology of an IZJ with just one junction is analogous to that of an 
ES, and since there are less possibilities in ES for robot’s exchanges (due to the existence of 
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just one junction), the condition for an ES to be solvable is at least as hard as the condition 
for an IZJ to be solvable. In other words, if an ES with at least H = ║S║ + 1 Holes is solvable, 
then a Junction IZJ with at least H = max{Dist(J i, v) + 1; ∀ v ∈ V} = ║S║ + 1 Holes would also 
be solvable.                           □ 

3.2 Solvability of general trees 
A general tree usually has multiple junctions, and so can be partitioned into a number of 
zones formed around each junction, based on the Definition 4. Note that this decomposition 
is unique for any tree with a specified number of Holes. 
After determining the Junction Influence Zones of a general tree, its solvability can be 
assessed in two phases: 
1. checking the possibility of robots’ exchanges within a zone, and 
2. verifying the possibility of robots’ exchanges between multiple zones. 
The first phase (i.e. the solvability of a Zone) was discussed in the Corollary 1, the results of 
which are now generalized to the general trees. In this subsection, we will specify the 
conditions for global exchanges of robots, based on which the solvability of general trees can 
be proved. 
As mentioned in the Lemma 1, all robots can access all vertices in a solvable graph. In fact, 
in the second phase we intend to verify the condition for a typical robot to expand the scope 
of its movements beyond the limits of the Influence Zone(s) within which it is located. Such 
an expansion of movements would essentially start with ‘penetrating’ into Adjacent zones. 
The concept of Adjacency is defined in Definition 5: 
Definition 5. Any two junctions (J p and J q) are considered Adjacent if there is no other 
junction (J r) between them. That is, 

 
if

( , ); , , ( )p q r p q p q rJ J J Path J J J J J J G↔ ∈ ∀ ∈←⎯→       , (2) 

in which the symbol ‘↔’ stands for Adjacency. In other words, two junctions are Adjacent if 
there is no other junction on their connecting shortest path. Two Influence Zones are 
considered as Adjacent if their junctions are Adjacent (see Fig. 6). 
 

 
 

Fig. 6. Influence Zones of the junctions of a sample tree with H = 3. Note that v8 and v17 do 
not belong to any IZ. 
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In addition to the Adjacency concept, the new notion of Interconnectedness is also introduced 
here to work out the solvability conditions of a general tree (i.e. with multiple Influence 
Zones), as defined in Definition 6: 
Definition 6. Two Influence Zones (IZ p and IZ q) are Interconnected if 

  ,
if

( , ) 2 ; ( )p q p q p q p qIZ IZ IZ IZ Dist X X H X X J G≡ ↔ ∧ ≤ − ∈←⎯→    , (3) 

In which the symbol ‘≡’ indicates Interconnectedness. This means that the maximum 
distance between the junctions of two Influence Zones must be at most H − 2. Note that 
every two Interconnected IZs are Adjacent, but the reverse is not true. For instance in Fig. 6, 
IZJ1 ≡ IZJ2, and no other IZs are Interconnected. 
Now the conditions for exchangeability of any two robots located in Interconnected 
Influence Zones are investigated, which will lead to the solvability of general trees. 
Obviously, the results for Interconnected zones can be generalized to trees with multiple 
zones due to the transitive property of sets (in this case, IZs). Theorem 1 deals with the 
conditions for exchanges of robots in Interconnected Influence Zones: 
Theorem 1. Any robot located on an Influence Zone can access any vertex in its Adjacent Influence 
Zone if the two Zones are Interconnected. 
Proof. We will prove the theorem by indirect proof. Suppose that the two Adjacent 
Influence Zones IZp and IZq are not interconnected. We will prove that this supposition is 
not true. 
If the two Influence Zones are not Interconnected, then Dist(J p, J q) > H − 2, being at least 
(H − 1). Fig. 7 shows two Adjacent IZs with H = 5 and Dist(J p, J q) = 4. The worst case of 
accessibility occurs when the robot on vertex 1 wants to access the vertex 7. To make this 
possible, the path connecting the two junctions (inclusive) and the destination vertex 7 
should be empty (or able to be emptied by removing all the robots occupying the path); that 
is, vertices 2, 3, 4, 5, 6, and 7 in the figure. 
 

 
Fig. 7. Illustration for the proof of Theorem 1. Dashed areas designate Influence Zones, and 
dark vertices show Holes. 

Therefore, the required number of Holes would be: 

 H* = │Path(J p, J q)│ + 1 = H + 1 (4) 

in which │Path(J p, J q)│ = Dist(J p, J q) + 1. Since (4) is in contradiction with the assumption of 
existing H Holes, it is concluded that Dist(J p, J q) ≤ H − 2, in which case IZp and IZq will be 
Interconnected according to (3).                          □ 
By combining the results of the Theorem 1 and the Lemma 1, it is possible to work out the 
solvability conditions of any general compound graph with multiple influence zones, as 
exhibited in Theorem 2. Note that this theorem also holds true for graphs with a single 
influence zone. 

2 3 4 5 61 7
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Theorem 2. Any graph with multiple Influence Zones is solvable if and only if the following 
conditions are satisfied:  
i. All two Adjacent Influence Zones are Interconnected, 
ii. All vertices belong to at least one Influence Zone. 
Proof of ‘if’. We will first prove the following statement: “A:= if the conditions (i) and (ii) hold, 
then a graph is solvable” by direct proof. Regarding the Lemma 1, the solvability of a graph is 
equivalent to the possibility of exchanging any two robots on it while the arrangement of all 
other robots remains unchanged. Therefore, alternatively, we want to prove that “A′:= if the 
conditions (i) and (ii) hold, then any two robots can exchange while the arrangement of other robots 
remain unchanged”. 
If an arbitrarily selected robot is located on any vertex, then this vertex belongs to at least 
one IZ (regarding to (ii)), and the robot not only can move to anywhere in its IZ (regarding 
Corollary 1), but also to any vertex in its Interconnected IZ (according to the Theorem 1). 

We define the expression ,
ji

m n

rr
X

IZ IZ

⎛ ⎞
⎜ ⎟
⎝ ⎠

 as the act of exchanging the positions of robots ri 

and rj located in the IZm and IZn Influence Zones, respectively. Now suppose that a graph 
has k Influence Zones with the order of IZ1, IZ2, …, IZk being mutually interconnected, as 

affirmed by the condition (i). It can be shown straightforwardly that the 1
1 , k

k
rr

X
IZ IZ

⎛ ⎞⎜ ⎟
⎝ ⎠

 can 

be expressed by a series of consecutive intermediate exchanges between two Adjacent IZs, 
as follows: 

(IZ1 ≡ IZ2) ∧ (IZ2 ≡ IZ3) ∧ … ∧ (IZk−1 ≡ IZk)  ⇒ 

31 1 2 1 1
1 1 2 2 3 1

1 2 2
1 2 2 3 2 1

, , , ,

, , , .

k k
k k k

k k k k k
k k k k

r r rr r r r r
X X X X

IZ IZ IZ IZ IZ IZ IZ IZ

r r r r r r
X X X

IZ IZ IZ IZ IZ IZ

−

− −
− − − −

= → → → →

→ → →

⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠

 

As a result of the above operations, only the robots ri and rj exchange while all other robots 
maintain their initial positions. Thus, it is concluded that any pair of robots can exchange 
their positions and so any robot has access to any IZ of the graph. On the other hand, since 
according to (ii) all vertices in the graph are located within at least one IZ, the robot can 
therefore reach any vertex in the graph. This means that the graph is solvable. 
Proof of ‘only if’. Now we prove the following statement: “B := If a graph is solvable, then the 
conditions (i) and (ii) hold” by indirect proof (i.e. proof by contradiction), and for each 
condition separately: 
i. If we assume that at least two Adjacent Influence Zones in a graph are not 

Interconnected (i.e., condition (i) revoked), then according to the Theorem 1, 
exchanging some robots located on two Adjacent—but not Interconnected—IZs would 
not be possible, and so the graph would not be solvable. This contradicts with the 
premise of B, and so the condition (i) holds. 

ii. Now we assume that there is a vertex v which does not belong to any Influence Zone 
(i.e., condition (ii) revoked). In this case, the distance of v to the nearest junction J p 
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would be Dist(v, J p) ≥ H, which contains H + 1 vertices (refer to Definition 4). According 
to the proof of Lemma 3, in order for a robot on v to move to a vertex connected to J p, 
all the vertices between v and J p (excluding v but including J p) plus the destination 
vertex must be empty or able to be emptied (compare to the Fig. 7). Therefore, the total 
number of required Holes would be 

 H* = [│Path(v, J p)│ − 1] + 1= [(H + 1) − 1] + 1 = H + 1 (5) 

which is in contradiction with the assumption of existing H Holes in the statement B.  
Thus, it is concluded that any vertex in the graph must belong to at least one IZ, and the 
condition (ii) holds.                                                                                     □ 
A direct ramification of the Theorem 2 is proposed in Corollary 2: 
Corollary 2. The maximum number of robots for which a tree is solvable is m = │G│ − ║S║ − b, in 
which │G│ is the order of the graph, ║S║ is the length of the Stem, and 

2 if  both ends of  the Stem are junctions
b =

1 if  only one end of  the Stem is a junction

⎧
⎨
⎩

 

Proof. Recall that H = │G│ − m, in which m is the number of robots on the graph. If we 
assume that the graph is solvable, then the maximum distances between all its Adjacent 
junctions cannot exceed H − 2. As a result, the length of the longest sequence of Internal 
Vertices including the two vertices connected to its ends (i.e. the Stem) is bound by 
║S║ ≤ H − 2. 
Depending on the types of end-vertices of a Stem, the number of Holes and thus the 
maximum number of robots in a Solvable Graph is determined as follows: 
If the Stem’s both end-vertices are junctions, then based on (3): 

║S║ ≤ H − 2   ⇒   ║S║ ≤ │G│ − m − 2   ⇒  m ≤ │G│ − ║S║ − 2. 

If the Stem’s end-vertices are a junction and a leaf, then based on (1):  

      ║S║ ≤ H − 1   ⇒    ║S║ ≤ │G│ − m − 1   ⇒   m ≤ │G│ − ║S║ − 1.                           □ 

4. Minimal Solvable Trees 

For a specific number of robots (m), a notable subclass of Solvable Trees STm is the set of 
Minimal Solvable Trees (MSTm) which have the minimum number of vertices necessary for 
accommodating m robots. Considering that the complexity of graph searching operations is 
directly influenced from the graph size, finding Minimal Solvable Trees would significantly 
ease the tasks of graph designing and multi robot motion planning. In this section the 
topologies of Minimal Solvable Trees are introduced. It is noted that for m robots, there can 
be a number of MSTs with different topologies. 

4.1. Minimal stars  
As introduced in section 3.1, a Stark is a tree with k leaves and has a diameter of 2. According 
to the Lemma 2, in order for a Stark to be solvable for m robots, it must have at least H = 2 
Holes. This means that the order of the tree must be 
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 │Stark│ = k + 1 ≥ m + 2. (6) 

For verifying this equation we resort to the proof by contradiction: Let’s assume that a Starm 
is not minimally solvable for m robots. Then a Star with a smaller order (i.e. 
│Starm│ < m + 2) should be minimally solvable. If │Starm│ ≤ m, then there are no vertices for 
moving the robots, and so this Star is not solvable. If │Starm│ = m + 1, then a robot on a Leaf 
cannot move to another Leaf since its moves are limited to just one Leaf and the only 
junction. Therefore, all final configurations are not reachable, and so the graph is not 
solvable. We conclude that for a Star to be Minimally Solvable for m robots it must have 
m + 1 Leaves, and its order should be 

 │Starm│ = m + 2. (7) 

4.2 Minimal Extended Stars  
An Extended Star (ESk) has a total of k leaves and internal vertices, all vertices of which 
belong to the only Influence Zone formed around the only junction. Since according to the 
Lemma 3 the longest path from the junction (inclusive) must be empty (which is the Stem, 
S), then H ≥ ║S║ + 1, or equivalently, H ≥ │S│. Therefore, the minimum number of vertices 
of an Extended Star is: 

 │ESk│ =  m +│S│. (8) 

4.3 Minimal General Trees  
In a General tree, multiple junctions, and therefore, multiple Influence Zones can exist. 
According to Theorems 1 and 2, in any solvable tree we have: Dist(J p, J q) ≤ H − 2. The 
minimum value that H can take to produce a positive distance is H = 3. Thus, the order of a 
Minimal General Tree with at least two junctions is: 

 │G│ =  m + 3. (9) 

Any tree not satisfying the conditions of the Theorem 2 is definitely not solvable for m 
robots, and may be either a non-solvable tree, or a Partially Solvable Tree for m robots 
(PSTm). Also, regarding the proof of minimality of General Trees, if m < |T| < m + 3, then 
the tree is PSTm. Note that while not being Solvable Trees, PSTs are still solvable for a 
limited class of problems: those which require only Local Interchanges within either a single 
Influence Zone, or an Interconnected Influence Zone. 

5. Application 
Although the results of the previous sections are theoretical in nature, they can be used 
straightforwardly in real-world applications, such as designing and reshaping 
transportation networks, railways, traffic roads, AGV routes, and robotic workspaces for 
multiple moving agents such as trains, vehicles, and robots. On the other hand, in order for 
a graph to be utilized as the structure of a real network, its topology must be suited to the 
application it is designed for. Thus, efficiency is an important issue in designing and 
tailoring applied graphs. 
A graph can be considered as efficient if, in addition to being solvable, has no or very few 
redundant edges and vertices. Lacking redundant elements (i.e. edges and vertices) in a 
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solvable graph becomes substantially significant particularly when the cost of constructing 
real world counterparts of graph elements (such as roads, railways, canals, etc.) is 
remarkably high. 
Based on the above discussions, designing an efficient graph encompasses two phases: 
a. Compatibility phase, and 
b. Rightsizing phase. 
In the Compatibility phase, the given graph is made compatible with the needs and 
constraints of the application. This may include making the graph solvable for the specified 
number of agents (or robots) by expanding it (if it is not solvable), or reducing the size of the 
graph if it is solvable for an excessive, unnecessary number of robots. The output of this 
phase is a Solvable Graph for exactly the predefined number of robots, e.g., m. 
In the Rightsizing phase, the Solvable Graph is further examined to find redundant edges or 
vertices for pruning. We will call the resultant graph a ‘Lean’ graph since it is fully 
operational and optimized for the application at hand. 
As discussed in Corollary 2, the maximum number of robots for which a graph can be 
solvable is determined by the order of the graph, │G│, the length of the Stem, ║S║ and the 
type of vertices on the Stem’s ends. On the other hand, sometimes it is desirable to modify a 
given Solvable Graph SGm in order to accommodate larger or smaller numbers of moving 
robots. This happens for instance when the graph represents the routes of Automatic 
Guided Vehicles (AGVs) on plant floor, or railways connecting urban or rural districts. 
Converting an SGm to SGm′ has two aspects: 
1. If m′ > m, then the SGm is Partially Solvable for m′ robots (i.e., it is a PSGm′). In this case, 

some vertices and/or edges must be inserted or relocated to produce an SGm′.  
2. If m′ ≤ m, then the SGm is solvable for m′ robots. In this case, there might be some 

redundant vertices and/or edges in the graph which can be truncated or relocated to 
produce a smaller SGm′. 

Apparently the first case, i.e. the problem of converting an SGm into an SGm′ for m′ > m, is 
interesting, in which n = m′ − m additional robots should navigate on the graph. Regarding 
that in an SGm the maximum number of robots is m = │G│ − ║S║ − b (b = 1 or 2), 
accommodating n additional robots requires that the difference │G│ − ║S║ be increased by 
n, or the value of b decreased by 1, if possible. 
The graph’s expansion or modification is done through four basic operations: Vertex 
Insertion, Vertex Relocation, Edge Insertion, and Edge Relocation. It should be noted that 
increasing the number of robots by decreasing the value of b is possible only via Edge 
Insertion and Edge Relocation operations. 
In expanding the size of the graph in the Compatibility phase special care must be taken to 
comply with the limitations and conditions of the application. For example, there might be 
no sufficient space for inserting a vertex or edge, or inserting an edge could be economically 
or technically infeasible. Whenever the graph is not capable of accommodating the specified 
number of agents, a possible engineering solution could be either reducing the number of 
agents or inserting the required graph elements such that the sustained expense is 
minimized. 
On the other hand, in reducing/pruning the graph, some vertices might be indelible as they 
are essential to the system, as the positions for loading, feeding, or parking machines or 
vehicles. Therefore, possible operations in the Rightsizing phase are Vertex Deletion and 
Edge Deletion operations, and Vertex/Edge Relocation and Insertion are not considered. 
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It must be noted that although deletion of redundant vertices or edges from the graph may 
reduce the overall cost of network design and construction, it may lead to higher costs of 
agents’ movements as well, since by possessing a more limited space for manoeuvring and 
reshuffling, agents may be forced to travel/stop more frequently for resolving deadlocks.  

5.1 An example  
Now a practical illustrative example is provided for demonstrating a typical application of 
the results of the previous sections. Specifically, it is shown how designing a Solvable Graph 
and then optimizing it might help solving an industrial shop floor problem. 
Suppose that a factory is consisted of a workshop and two warehouses, one for raw material 
and one for finished products. The production area accommodates 3 milling, 2 turning, 1 
drilling, and 1 grinding machines, as well as a heat treatment line and an assembly station. 
Each of these machines or departments requires certain amount of raw material (or 
unfinished parts) to be loaded, processed, unloaded and then transported to other divisions 
of the factory. The layout of the factory and the loading/unloading positions for each 
machine and department are shown in Fig. 8. 
 
 
 

 
 

 

 

Fig. 8. Layout of the factory. The specific locations for loading/unloading parts and material 
are shown with small circles 

The materials and products are currently carried manually by carts and pallets. However, 
the management decides to upgrade the factory’s transportation system and utilize 
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Automatic Guided Vehicles (AGVs). However, there are a number of constraints and 
conditions in this regard. 
Constraints: 
1. The AGVs can only move along predefined paths realized by embedding special type of 

wires in the floor and covering them with epoxy resins for safety and durability. 
2. Due to space limitation, no two AGVs can move along a single passageway or corridor 

side by side, and should therefore wait until the passageway (i.e. the wire track) is 
evacuated and emptied from other AGVs. 

3. AGVs can only stop at certain locations for loading/unloading or changing their tracks. 
They cannot stop at any point on the track other than the predefined spots. 

4. Since the factory’s production system is Job-Shop, the volume of interdepartmental 
transportation is high. Therefore, all AGVs need to have access to all points of the 
transportation network. In other words, all AGVs must be able to reach any destination 
from any initial position. 

5. Each AGV is equipped with some batteries that actuate it and provide power for its 
sensors and control unit, and therefore needs to be recharged daily. The recharging is 
done during the factory’s idle times, i.e. at nights. However, for safety reasons, 
recharging hubs are located in warehouses so that AGVs can be recharged and kept 
secured at nights. 

6. The cost of laying out wire tracks is proportionate to their lengths. Also, situating each 
stop point requires additional expense due to the special sensors and circuits needed. 
These initial costs are much higher than the costs of increased movements the AGVs 
need to make for avoiding collisions or deadlocks. 

7. The management has decided to mechanise the material handling system through two 
phases: in the first phase, 10 AGVs are planned to operate in the factory, and in the 
second phase, in parallel with increasing the production volume and variety, the 
number of AGVs will be increased to 15. 

Problem: 
The problem is to design a network of wire tracks and stopping stations such that the total 
cost of upgrading is minimized while the above constraints are fulfilled. In other words, it is 
desired to plan a Solvable Graph for 10 AGVs (for the first phase) which is efficient 
(minimal) in terms of the number of vertices and edges. 
Solution: 
As a starting point, the Voronoi Diagram of the factory is calculated, which is the collection 
of points equidistant from two or more facilities or walls (refer to Section 1 for more details). 
Implementing the Voronoi Diagram is quite proper since it yields the safest paths passing 
through narrow corridors and production facilities. Fig. 9 depicts the Voronoi Diagram of 
the factory. As can be seen in the Fig. 9, the Voronoi diagram has some small redundant 
edges connected to concave corners of the workspace. These edges, however, can be easily 
pruned (removed) from the diagram. Also, there are some vertices very close to each other 
(as shown in the dashed circle) which can be merged for simplicity and practicality. 
The next step is to modify the pruned Voronoi Diagram to comply with the requirements of 
loading/unloading stations imposed by the constraint 3. This is done by superimposing the 
Voronoi Diagram and the stations’ locations, as illustrated in Fig. 10. 
Nearly all stopping stations situate at proper positions on the Voronoi Diagram, except for 
the lower-left corner, for which we proposed a simplifying solution, as depicted in Fig. 11. 
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Fig. 9. Voronoi Diagram of the factory, which is the collection of safest paths amid facilities. 

 

 
 

Fig. 10. Superimposition of the pruned Voronoi Diagram and the stopping stations 
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Fig. 11. A simplified AGV transportation network for the factory 

In the Fig. 11 there are 8 junctions and the vertices v1, v2, v3, v4, v5 and v14 constitute the Stem. 
As stated in the constraint 7 above, the management has decided to operate the network for 
10 AGVs in the first phase. By taking into consideration all possible vertices of the network 
and according to the Corollary 2, the maximum number of AGVs that can travel in the 
whole factory is m = │G│ − ║S║ − 1 = 33 − 5 − 1 = 27. Although this implies that a large 
number of AGVs can operate, they have to make use of all vertices (including those in 
warehouses) for accessing all stations, which may make their travels long and unnecessary, 
and will cause disorder and insecurity in the warehouses. 
The engineering team responsible for designing the network recommends limiting the scope 
of the AGVs’ motions to the production workshop, such that no AGV can enter the 
warehouses except for material loading or unloading, and therefore is only allowed to travel 
in the production area for resolving deadlocks with other AGVs. In this case, the maximum 
number of AGVs able to move will be m = 15 − 5 − 1 = 9. Since this number is less that the 
required number of AGVs the management has planned, the vertex v26, which is the nearest 
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vertex in the warehouses to the production area, is selected to be included in the operational 
network. This resolution will not affect the size of the network’s Stem, and so the number of 
operational AGVs will increase to m = 16 − 5 − 1 = 10, which will make the network 
compatible with the requirements of the management. 
In order to increase the production volume and variety, the number of AGVs is planned to 
increase to 15. For this phase, two possible scenarios among others are: 
1. By utilizing 5 additional vertices located in the warehouse areas, such as v17, v20, v23, v29 

and v32,  the maximum number of AGVs will increase to m = (16 + 5) − 5 − 1 = 15. 
2. By merging the vertices v8 and v9, and converting the vertex v3 into a junction, the Stem 

size will be ║S║ = 3. Moreover, by utilizing 3 additional warehouse vertices such as v17, 
v20 and v29, the number of operational AGVs will increase to m = (16 + 3) − 3 − 1 = 15. 

Evidently, each of the above solutions should undergo financial and technical feasibility 
studies to be selected and finalized. 

6. Concluding remarks 
The time complexity of the proposed method for verifying the solvability of a graph without 
explicitly solving it is in O(n) which is spent on identifying the Stem, where n is the number 
of graph vertices. Also, calculating the maximum number of robots operable on a given 
graph can be performed in the same time order. 
In contrast, investigating the solvability of a Multi Robot Motion Planning problem of m 
robots on a graph with n vertices through exhaustive enumeration will require 
 

 
!

( ) !

n
p

n m
=

−
 (10) 

 
different permutations of robots to be checked, which is far beyond the linear time order of 
the presented algorithm. 
Moreover, verifying whether a graph is SGm would require 
 

 ( )
  

2

1

!

( ) !

m

i

n

n i= −
∑   (11) 

 
operations to be checked, for any initial and final configurations, which is again 
exponentially time consuming. These figures demonstrate the effectiveness of our findings 
in terms of required time and memory. 
In designing transportation networks for multiple autonomous agents (such as mobile 
robots, AGVs, cars, etc.) which can merely move along the network’s arcs, it is important to 
make sure that the graph has a proper topology and sufficient number of vertices (relative to 
the number of agents) to enable the agents’ motion planning. This chapter dealt with the 
topology of Solvable Graphs and introduced the new concept of Minimal Solvable Graphs 
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and investigated their properties, which are the smallest graphs that satisfy the feasibility 
conditions for multi robot motion planning for any initial and final configurations of robots. 
Finding Minimal Solvable Trees will significantly ease the motion planning task for multiple 
robots on trees. 
In this chapter we assumed that the robots move sequentially on internal vertices and leaves 
of the tree. For further research it is possible to assume all moves to be concurrent and find 
the minimum sequence of moves to reach the final configuration with different edge lengths 
and robots velocities. Also, further research is underway for working out solvability 
conditions for Cyclic Graphs and Partially Solvable Graphs. 

7. References 
Auletta, V.; Monti, A.; Parente, D. & Persiano, G. (1999). A Linear-Time Algorithm for the 

Feasibility of Pebble Motion on Trees, Algorithmica, Vol. 23, No. 3, pp. 223-245, 
ISSN 0178-4617. 

Bennewitz M.; Burgard, W. & Thrun, S. (2001). Optimizing schedules for prioritized path 
planning of multi-robot systems, Proceeding of the IEEE International Conference on 
Robotics and Automation (ICRA), pp. 271-276, ISBN 0-7803-6576-3, Seoul, Korea, May 
2001, IEEE, New Jersey. 

Canny, J. F. (1988). The Complexity of Robot Motion Planning, The MIT Press, ISBN 978-0-262-
03136-3, Cambridge, Mass. 

Choset, H.; Lynch, K. M.; Hutchinson, S.; Kantor, G.; Burgard, W.; Kavraki, L. E. & Thrun, S. 
(2005). Principles of Robot Motion: Theory, Algorithms, and Implementations, The MIT 
Press, ISBN 978-0-262-03327-5, Boston. 

Diestel, R. (2000). Graph Theory, Springer-Verlag, ISBN 978-3-642-14278-9, Heidelberg. 
Hwang, Y. K. & Ahuja, N. (1992). Gross motion planning - A survey, ACM Computing 

Surveys, Vol. 24, No. 3, pp. 219-291, ISSN 0360-0300. 
Kant, K. & Zucker, S. W. (1986). Toward efficient trajectory planning: the path-velocity 

decomposition, International Journal of Robotic Research, Vol. 5, No. 3, pp. 72-89, ISSN 
0278-3649. 

Kornhauser, D.; Miller G. & Spirakis, P. (1984). Coordinating pebble motion on graphs, the 
diameter of permutations groups and applications, Proceedings of the 25th IEEE 
Symposium on Foundations of Computer Science, pp. 241-250, ISBN 0-8186-0591-X, 
Singer Island, FL, October 1984, IEEE, New Jersey. 

Latombe, J. C. (1991). Robot Motion Planning, Kluwer Academic Publishers, ISBN 978-
0792392064, London. 

Masehian, E. & Hassan Nejad, A. (2009). Solvability of multi robot motion planning 
problems on trees, Proceedings of the International Conference on Intelligent Robots and 
Systems (IROS), pp. 5936-5941, ISBN 978-1-4244-3803-7, St. Louis, USA, October 
2009, IEEE, New Jersey. 

Onn, S. & Tennenholtz, M. (1997). Determination of social laws for agent mobilization, 
Artificial Intelligence, Vol. 95, 1997, pp. 155-167, ISSN 0004-3702. 

Ryan, M. R. K. (2008). Exploiting subgraph structure in multi-robot path planning,  
Journal of Artificial Intelligent Research, Vol. 31, No. 1, pp. 497-542, ISSN  
1076-9757. 



 Multi-Robot Systems, Trends and Development 

 

232 

Wilson, R. M. (1974). Graph puzzles, homotopy, and the alternating group, Journal of 
Combinatorial Theory, Series B, Vol. 16, pp. 86-94, ISSN 0095-8956. 



0

Target Tracking for Mobile Sensor Networks Using
Distributed Motion Planning and Distributed

Filtering
Gerasimos G. Rigatos

Industrial Systems Institute
Greece

1. Introduction

The problem treated in this research work is as follows: there are N mobile robots (unmanned
ground vehicles) which pursue a moving target. The vehicles emanate from random positions
in their motion plane. Each vehicle can be equipped with various sensors, such as odometric
sensors, cameras and non-imaging sensors such as sonar, radar and thermal signature sensors.
These vehicles can be considered as mobile sensors while the ensemble of the autonomous
vehicles constitutes a mobile sensor network (Rigatos, 2010a),(Olfati-Saber, 2005),(Olfati-Saber,
2007),(Elston & Frew, 2007). At each time instant each vehicle can obtain ameasurement of the
target’s cartesian coordinates and orientation. Additionally, each autonomous vehicle is aware
of the target’s distance from a reference surface measured in a cartesian coordinates system.
Finally, each vehicle can be aware of the positions of the rest N − 1 vehicles. The objective is
to make the unmanned vehicles converge in a synchronized manner towards the target, while
avoiding collisions between them and avoiding collisions with obstacles in the motion plane.
To solve the overall problem, the following steps are necessary: (i) to perform distributed
filtering, so as to obtain an estimate of the target’s state vector. This estimate provides the
desirable state vector to be tracked by each one of the unmanned vehicles, (ii) to design a
suitable control law for the unmanned vehicles that will enable not only convergence of the
vehicles to the goal position but will also maintain the cohesion of the vehicles ensemble.
Regarding the implementation of the control law that will allow the mobile robots to converge
to the target in a coordinated manner, this can be based on the calculation of a cost (energy)
function consisting of the following elements : (i) the cost due to the distance of the i-th mobile
robot from the target’s coordinates, (ii) the cost due to the interaction with the other N − 1
vehicles, (iii) the cost due to proximity to obstacles or inaccessible areas in the motion plane.
The gradient of the aggregate cost function defines the path each vehicle should follow to
reach the target and at the same time assures the synchronized approaching of the vehicles
to the target. In this way, the update of the position of each vehicle will be finally described
by a gradient algorithm which contains an interaction term with the gradient algorithms that
defines the motion of the rest N − 1 mobile robots. A suitable tool for proving analytically
the convergence of the vehicles’ swarm to the goal state is Lyapunov stability theory and
particularly LaSalle’s theorem (Rigatos, 2008a),(Rigatos, 2008b).
Regarding the implementation of distributed filtering, the Extended Information Filter and
the Unscented Information Filter are suitable approaches. In the Extended Information
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Filter there are local filters which do not exchange raw measurements but send to an
aggregation filter their local information matrices (local inverse covariance matrices) and
their associated local information state vectors (products of the local information matrices
with the local state vectors) (Rigatos & Tzafestas, 2007). The Extended Information Filter
performs fusion of the local state vector estimates which are provided by the local Extended
Kalman Filters (EKFs), using the Information matrix and the Information state vector (Lee,
2008b), (Lee, 2008a), (Vercauteren & Wang, 2005), (Manyika & Durrant-Whyte, 1994). The
Information Matrix is the inverse of the state vector covariance matrix and can be also
associated to the Fisher Information matrix (Rigatos & Zhang, 2009). The Information state
vector is the product between the Information matrix and the local state vector estimate
(Shima et al., 2007). The Unscented Information Filter is a derivative-free distributed filtering
approach which permits to calculate an aggregate estimate of the target’s state vector by
fusing the state estimates provided byUnscented Kalman Filters (UKFs) running at the mobile
sensors. In the Unscented Information Filter an implicit linearization is performed through the
approximation of the Jacobian matrix of the system’s output equation by the product of the
inverse of the estimation error covariance matrix with the cross-covariance matrix between
the system’s state vector and the system’s output. Again the local information matrices and
the local information state vectors are transferred to an aggregation filter which produces the
global estimation of the system’s state vector.
Using distributed EKFs and fusion through the Extended Information Filter or distributed
UKFs through the Unscented Information Filter is more robust comparing to the centralized
Extended Kalman Filter, or similarly the centralized Unscented Kalman Filter since, (i) if a
local filter is subject to a fault then state estimation is still possible and can be used for accurate
localization of the target, (ii) communication overhead remains low even in the case of a large
number of distributed measurement units, because the greatest part of state estimation is
performed locally and only informationmatrices and state vectors are communicated between
the local filters, (iii) the aggregation performed also compensates for deviations in the state
estimates of the local filters (Rigatos, 2010a).
The structure of the paper is as follows: in Section 2 the problem of target tracking in mobile
sensor networks is studied. In Section 3 a distributed motion planning approach is analyzed.
This is actually a distributed gradient algorithm, the convergence of which is proved using
LaSalle’s stability theory. In Section 4distributed state estimation with the use of the Extended
Information Filter approach is proposed. In section 5 distributed state estimation with the
use of the Unscented Information Filter is studied. In Section 6 simulation experiments are
provided about target tracking using distributed motion planning and distributed filtering.
Finally, in Section 7concluding remarks are stated.

2. Target tracking in mobile sensor networks

2.1 The problem of distributed target tracking
It is assumed that there are N mobile robots (unmanned vehicles) with positions
p1, p2, ..., pN ∈ R2 respectively, and a target with position x∗ ∈ R2 moving in a plane (see Fig.
1). Each unmanned vehicle can be equipped with various sensors, cameras and non-imaging
sensors, such as sonar, radar or thermal signature sensors. The unmanned vehicles can be
considered as mobile sensors while the ensemble of the autonomous vehicles constitutes a
mobile sensors network. The discrete-time target’s kinematic model is given by
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xt(k+ 1) = φ(xt(k)) + L(k)u(k) + w(k)
zt(k) = γ(xt(k)) + v(k)

(1)

where xt∈Rm×1 is the target’s state vector and zt∈Rp×1 is the measured output, while
w(k) and v(k) are uncorrelated, zero-mean, Gaussian zero-mean noise processes with
covariance matrices Q(k) and R(k) respectively. The operators φ(x) and γ(x) are defined as
φ(x) = [φ1(x),φ2(x), · · · ,φm(x)]T, and γ(x) = [γ1(x),γ2(x), · · · ,γp(x)]T, respectively.

Fig. 1. Distributed target tracking in an environment with inaccessible areas.

At each time instant each mobile robot can obtain a measurement of the target’s position.
Additionally, each mobile robot is aware of the target’s distance from a reference surface
measured in an inertial coordinates system. Finally, each mobile sensor can be aware of the
positions of the rest N − 1 sensors. The objective is to make the mobile sensors converge
in a synchronized manner towards the target, while avoiding collisions between them and
avoiding collisions with obstacles in the motion plane. To solve the overall problem, the
following steps are necessary: (i) to perform distributed filtering, so as to obtain an estimate
of the target’s state vector. This estimate provides the desirable state vector to be tracked by
each one of the mobile robots, (ii) to design a suitable control law that will enable the mobile
sensors not only converge to the target’s position but will also preserve the cohesion of the
mobile sensors swarm (see Fig. 2).
The exact position and orientation of the target can be obtained through distributed
filtering. Actually, distributed filtering provides a two-level fusion of the distributed
sensor measurements. At the first level, local filters running at each mobile sensor provide
an estimate of the target’s state vector by fusing the cartesian coordinates and bearing
measurements of the target with the target’s distance from a reference surface which is
measured in an inertial coordinates system (Vissière et al., 2008). At a second level, fusion
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Fig. 2. Mobile robot providing estimates of the target’s state vector, and the associated
inertial and local coordinates reference frames

of the local estimates is performed with the use of the Extended Information Filter and
the Unscented Information Filter. It is also assumed that the time taken in calculating the
selection of data and in communicating between mobile robots is small, and that time delays,
packet losses and out-of-sequence measurement problems in communication do not distort
significantly the flow of the exchanged data.
Comparing to the traditional centralized or hierarchical fusion architecture, the
network-centric architectures for the considered multi-robot system has the following
advantages: (i) Scalability: since there are no limits imposed by centralized computation
bottlenecks or lack of communication bandwidth, every mobile robot can easily join or quit
the system, (ii) Robustness: in a decentralized fusion architecture no element of the system
is mission-critical, so that the system is survivable in the event of on-line loss of part of its
partial entities (mobile robots), (iii) Modularity: every partial entity is coordinated and does
not need to possess a global knowledge of the network topology. However, these benefits
are possible only if the sensor data can be fused and synthesized for distribution within the
constraints of the available bandwidth.

2.2 Tracking of the reference path by the target
The continuous-time target’s kinematic model is assumed to be that of a unicycle robot and is
given by

ẋ(t) = v(t)cos(θ(t))
ẏ(t) = v(t)sin(θ(t))

θ̇(t) = ω(t).
(2)
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The target is steered by a dynamic feedback linearization control algorithm which is based
on flatness-based control (Léchevin & Rabbath, 2006),(Rigatos, 2010b),(Fliess & Mounier,
1999),(Villagra et al., 2007):

u1 = ẍd + Kp1(xd − x) + Kd1(ẋd − ẋ)
u2 = ÿd + Kp2(yd − y) + Kd2(ẏd − ẏ)

ξ̇ = u1cos(θ) + u2sin(θ)
v = ξ, ω =

u2cos(θ)−u1sin(θ)
ξ .

(3)

The dynamics of the tracking error is given by

ëx + Kd1 ėx + Kp1ex = 0
ëy + Kd2 ėx + Kp2ey = 0

(4)

where ex = x − xd and ey = y − yd. The proportional-derivative (PD) gains are chosen as
Kpi and Kdi , for i = 1,2. The dynamic compensator of Eq. (3) has a potential singularity at
ξ = v = 0, i.e. when the target is not moving. It is noted however that the occurrence of such
a singularity is structural for non-holonomic systems. It is assumed that the target follows a
smooth trajectory (xd(t),yd(t)) which is persistent, i.e. for which the nominal velocity vd =
(ẋ2d + ẏ2d)

1/2 along the trajectory never goes to zero (and thus singularities are avoided). The
following theorem assures avoidance of singularities in the proposed flatness-based control
law (Oriolo et al., 2002):
Theorem: Let λ11, λ12 and λ21, λ22 be respectively the eigenvalues of the two equations of
the error dynamics, given in Eq. (4). Assume that for i = 1,2 it is λi1,λi2 < 0 (negative real
eigenvalues), and that λi2 is sufficiently small. If

mint≥0||(

(
ẋd(t)
ẏd(t)

)
)||≥

(
ε̇0x
ε̇0y

)
(5)

with ε̇0x = ε̇x(0) �=0 and ε̇0y = ε̇y(0) �=0 then the singularity ξ = 0 is never met.

3. Distributed motion planning for the multi-robot system

3.1 Kinematic model of the multi-robot system
The objective is to lead the ensemble of N mobile robots, with different initial positions
on the 2-D plane, to converge to the target’s position, and at the same time to avoid
collisions between the mobile robots, as well as collisions with obstacles in the motion
plane. An approach for doing this is the potential fields theory, in which the individual
robots are steered towards an equilibrium by the gradient of an harmonic potential (Rigatos,
2008c),(Groß, et al.),(Bishop, 2003),(Hong et al., 2007). Variances of this method use nonlinear
anisotropic harmonic potential fields which introduce to the robots’ motion directional and
regional avoidance constraints (Sinha & Ghose, 2006),(Pagello et al., 2006),(Sepulchre et al.,
2007),(Masoud & Masoud, 2002). In the examined coordinated target-tracking problem the
equilibrium is the target’s position, which is not a-priori known and has to be estimated with
the use of distributed filtering.
The position of each mobile robot in the 2-D space is described by the vector xi ∈ R2. The
motion of the robots is synchronous, without time delays, and it is assumed that at every time
instant each robot i is aware about the position and the velocity of the other N− 1 robots. The
cost function that describes the motion of the i-th mobile robot towards the target’s position
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is denoted as V(xi) : Rn → R. The value of V(xi) at the target’s position in ∇xiV(xi) = 0. The
following conditions must hold:
(i) The cohesion of the mobile robot’s ensemble should be maintained, i.e. the norm ||xi − xj||
should remain upper bounded ||xi − xj|| < εh,
(ii) Collisions between the robots should be avoided, i.e. ||xi − xj|| > εl ,
(iii) Convergence to the target’s position should be succeeded for each mobile robot through

the negative definiteness of the associated Lyapunov function V̇i(xi) = ėi(t)
T
ei(t) < 0, where

e = x− x∗ is the distance of the i-th mobile robot from the target’s position.
The interaction between the i-th and the j-th mobile robot is

g(xi − xj) = −(xi − xj)[ga(||xi − xj||)− gr(||xi − xj||)] (6)

where ga() denotes the attraction term and is dominant for large values of ||xi − xj||, while
gr() denotes the repulsion term and is dominant for small values of ||xi − xj||. Function ga()
can be associated with an attraction potential, i.e. ∇xiVa(||xi − xj||) = (xi − xj)ga(||xi − xj||).
Function gr() can be associated with a repulsion potential, i.e. ∇xiVr(||xi − xj||) = (xi −
xj)gr(||xi − xj||). A suitable function g() that describes the interaction between the robots
is given by (Rigatos, 2008c),(Gazi & Passino, 2004)

g(xi − xj) = −(xi − xj)(a− be
||xi−xj ||2

σ2 ) (7)

where the parameters a, b and c are suitably tuned. It holds that ga(xi− xj) =−a, i.e. attraction
has a linear behavior (spring-mass system) ||xi − xj||ga(xi − xj). Moreover, gr(xi − xj) =

be
−||xi−xj ||2

σ2 which means that gr(xi − xj)||xi − xj|| ≤ b is bounded. Applying Newton’s laws to
the i-th robot yields

ẋi = vi, miv̇i = Ui (8)

where the aggregate force is Ui = f i + Fi. The term f i = −Kvvi denotes friction, while the
term Fi is the propulsion. Assuming zero acceleration v̇i = 0 one gets Fi = Kvvi, which for
Kv = 1 and mi = 1 gives Fi = vi. Thus an approximate kinematic model for each mobile robot
is

ẋi = Fi. (9)

According to the Euler-Langrange principle, the propulsion Fi is equal to the derivative of the
total potential of each robot, i.e.

Fi = −∇xi{V
i(xi) + 1

2∑
N
i=1∑

N
j=1,j �=i[Va(||xi − xj||+Vr(||xi − xj||)]}⇒

Fi = −∇xi{V
i(xi)}+ ∑

N
j=1,j �=i[−∇xiVa(||xi − xj||)−∇xiVr(||xi − xj||)]⇒

Fi = −∇xi{V
i(xi)}+ ∑

N
j=1,j �=i[−(xi − xj)ga(||xi − xj||)− (xi − xj)gr(||xi − xj||)]⇒

Fi = −∇xi{V
i(xi)} − ∑

N
j=1,j �=ig(x

i − xj).

Substituting in Eq. (9) one gets in discrete-time form

xi(k+ 1) = xi(k) + γi(k)[h(xi(k)) + ei(k)] +
N

∑
j=1,j �=i

g(xi − xj), i = 1,2, · · · ,M. (10)

The term h(x(k)i) = −∇xiV
i(xi) indicates a local gradient algorithm, i.e. motion in the

direction of decrease of the cost functionVi(xi) = 1
2 e

i(t)
T
ei(t). The term γi(k) is the algorithms
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step while the stochastic disturbance ei(k) enables the algorithm to escape from local minima.
The term ∑

N
j=1,j �=ig(x

i − xj) describes the interaction between the i-th and the rest N − 1
stochastic gradient algorithms (Duflo, 1996),(Comets & Meyre, 2006),(Benveniste et al., 1990).

3.2 Stability of the multi-robot system
The behavior of the multi-robot system is determined by the behavior of its center (mean of
the vectors xi) and of the position of each robot with respect to this center. The center of the
multi-robot system is given by

x̄ = E(xi) = 1
N ∑

N
i=1x

i ⇒ ˙̄x = 1
N ∑

N
i=1 ẋ

i ⇒
˙̄x = 1

N ∑
N
i=1[−∇xiV

i(xi)− ∑
N
j=1,j �=i(g(x

i − xj))] (11)

From Eq. (7) it can be seen that g(xi − xj) =−g(xj − xi), i.e. g() is an odd function. Therefore,
it holds that 1

N (∑N
j=1,j �=ig(x

i − xj)) = 0, and

˙̄x =
1
N

N

∑
i=1

[−∇xiV
i(xi)] (12)

Denoting the target’s position by x∗ , and the distance between the i-th mobile robot and
the mean position of the multi-robot system by ei(t) = xi(t)− x̄ the objective of distributed
gradient for robot motion planning can be summarized as follows:
(i) limt→∞x̄ = x∗, i.e. the center of the multi-robot system converges to the target’s position,
(ii) limt→∞xi = x̄, i.e. the i-th robot converges to the center of the multi-robot system,
(iii) limt→∞

˙̄x = ẋ∗ , i.e. the center of the multi-robot system stabilizes at the target’s position.
If conditions (i) and (ii) hold then limt→∞xi = x∗. Furthermore, if condition (iii) also holds
then all robots will stabilize close to the target’s position.
It is known that the stability of local gradient algorithms can be proved with the use of
Lyapunov theory (Benveniste et al., 1990). A similar approach can be followed in the case
of the distributed gradient algorithms given by Eq. (10). The following simple Lyapunov
function is considered for each gradient algorithm (Gazi & Passino, 2004):

Vi =
1
2
ei
T
ei ⇒ Vi =

1
2
||ei||

2 (13)

Thus, one gets

V̇i = ei
T
ėi ⇒ V̇i = (ẋi − ˙̄x)ei ⇒

V̇i = [−∇xiV
i(xi)− ∑

N
j=1,j �=ig(x

i − xj) + 1
M ∑

N
j=1∇xjV

j(xj)]ei.

Substituting g(xi − xj) from Eq. (7) yields

V̇i = [−∇xiV
i(xi)− ∑

N
j=1,j �=i(x

i − xj)a+ ∑
N
j=1,j �=i(x

i − xj)gr(||xi − xj||) + 1
N ∑

N
j=1∇xjV

j(xj)]ei

which gives,

V̇i = −a[∑N
j=1,j �=i(x

i − xj)]ei+
+∑

N
j=1,j �=igr(||x

i − xj||)(xi − xj)Tei − [∇xiV
i(xi)− 1

N ∑
M
j=1∇xjV

j(xj)]Tei
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It holds that ∑
N
j=1(x

i − xj) = Nxi − N 1
N ∑

N
j=1x

j = Nxi − Nx̄ = N(xi − x̄) = Nei, therefore

V̇i = −aN||ei||2 +
N

∑
j=1,j �=i

gr(||xi − xj||)(xi − xj)Tei − [∇xiV
i(xi)−

1
N

N

∑
j=1

∇xjV
j(xj)]Tei (14)

It assumed that for all xi there is a constant σ̄ such that

||∇xiV
i(xi)|| ≤ σ̄ (15)

Eq. (15) is reasonable since for a mobile robot moving on a 2-D plane, the gradient of the
cost function ∇xiV

i(xi) is expected to be bounded. Moreover it is known that the following
inequality holds:

∑
N
j=1,j �=igr(x

i − xj)Tei≤∑
N
j=1,j �=ibe

i≤∑
N
j=1,j �=ib||e

i||.

Thus the application of Eq. (14) gives:

V̇i≤aN||ei||2 + ∑
N
j=1,j �=igr(||x

i − xj||)||xi − xj|| · ||ei||+ ||∇xiV
i(xi)− 1

N ∑
M
j=1∇xjV

j(xj)||||ei||

⇒ V̇i≤aN||ei||2 + b(N− 1)||ei||+ 2σ̄||ei||

where it has been taken into account that

∑
N
j=1,j �=igr(||x

i − xj||)T||ei||≤∑
N
j=1,j �=ib||e

i|| = b(N− 1)||ei||,

and from Eq. (15),

||∇xiV
i(xi)− 1

N ∑
N
j=1∇xiV

j(xj)||≤||∇xiV
i(xi)||+ 1

N ||∑N
j=1∇xiV

j(xj)||≤σ̄ + 1
N Nσ̄ ≤ 2σ̄.

Thus, one gets

V̇i≤aN||ei||·[||ei|| −
b(N− 1)

aN
− 2

σ̄

aN
] (16)

The following bound ε is defined:

ε =
b(N− 1)

aN
+

2σ̄

aN
=

1
aN

(b(N− 1) + 2σ̄) (17)

Thus, when ||ei|| > ε, V̇i will become negative and consequently the error ei = xi − x̄ will
decrease. Therefore the tracking error ei will remain in an area of radius ε i.e. the position xi

of the i-th robot will stay in the cycle with center x̄ and radius ε.

3.3 Stability in the case of a quadratic cost function
The case of a convex quadratic cost function is examined, for instance

Vi(xi) =
A
2
||xi − x∗||2 =

A
2
(xi − x∗)T(xi − x∗) (18)

where x∗ ∈ R2 denotes the target’s position, while the associated Lyapunov function has
a minimum at x∗, i.e. Vi(xi = x∗) = 0. The distributed gradient algorithm is expected to
converge to x∗. The robotic vehicles will follow different trajectories on the 2-D plane and will
end at the target’s position.
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Using Eq.(18) yields ∇xiV
i(xi) = A(xi − x∗). Moreover, the assumption ∇xiV

i(xi) ≤ σ̄ can
be used, since the gradient of the cost function remains bounded. The robotic vehicles will
concentrate round x̄ and will stay in a radius ε given by Eq. (17). The motion of the mean
position x̄ of the vehicles is

˙̄x = − 1
N ∑

N
i=1∇xiV

i(xi)⇒ ˙̄x = − A
N ∑

N
i=1(x

i − x∗)⇒
˙̄x = − A

N ∑
N
i=1x

i + A
N Nx∗ ⇒ ˙̄x− ẋ∗ = −A(x̄− x∗)− ẋ∗

(19)

The variable eσ = x̄− x∗ is defined, and consequently

ėσ = −Aeσ − ẋ∗ (20)

The following cases can be distinguished:
(i) The target is not moving, i.e. ẋ∗ = 0. In that case Eq. (20) results in an homogeneous
differential equation, the solution of which is given by

εσ(t) = εσ(0)e−At (21)

Knowing that A> 0 results into limt→∞eσ(t) = 0, thus limt→∞x̄(t) = x∗.
(ii) the target is moving at constant velocity, i.e. ẋ∗ = a, where a > 0 is a constant parameter.
Then the error between the mean position of the multi-robot formation and the target becomes

εσ(t) = [εσ(0) +
a
A
]e−At −

a
A

(22)

where the exponential term vanishes as t→∞.
(iii) the target’s velocity is described by a sinusoidal signal or a superposition of sinusoidal
signals, as in the case of function approximation by Fourier series expansion. For instance
consider the case that ẋ∗ = b·sin(at), where a,b > 0 are constant parameters. Then the
nonhomogeneous differential equation Eq. (20) admits a sinusoidal solution. Therefore the
distance εσ(t) between the center of the multi-robot formation x̄(t) and the target’s position
x∗(t) will be also a bounded sinusoidal signal.

3.4 Convergence analysis using La Salle’s theorem
From Eq. (16) it has been shown that each robot will stay in a cycle C of center x̄ and radius ε
given by Eq. (17). The Lyapunov function given by Eq. (13) is negative semi-definite, therefore
asymptotic stability cannot be guaranteed. It remains to make precise the area of convergence
of each robot in the cycle C of center x̄ and radius ε. To this end, La Salle’s theorem can be
employed (Gazi & Passino, 2004),(Khalil, 1996).
La Salle’s Theorem: Assume the autonomous system ẋ= f (x)where f :D→ Rn. Assume C⊂D
a compact set which is positively invariant with respect to ẋ = f (x), i.e. if x(0) ∈ C ⇒ x(t) ∈
C ∀ t. Assume that V(x) : D → R is a continuous and differentiable Lyapunov function such
that V̇(x) ≤ 0 for x ∈ C, i.e. V(x) is negative semi-definite in C. Denote by E the set of all
points in C such that V̇(x) = 0. Denote by M the largest invariant set in E and its boundary
by L+, i.e. for x(t) ∈ E : limt→∞x(t) = L+, or in other words L+ is the positive limit set of E.
Then every solution x(t) ∈ C will converge to M as t→ ∞.
La Salle’s theorem is applicable in the case of the multi-robot system and helps to describe
more precisely the area round x̄ to which the robot trajectories xi will converge. A generalized
Lyapunov function is introduced which is expected to verify the stability analysis based on
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Fig. 3. LaSalle’s theorem: C: invariant set, E ⊂ C: invariant set which satisfies V̇(x) = 0,
M ⊂ E: invariant set, which satisfies V̇(x) = 0, and which contains the limit points of
x(t) ∈ E, L+ the set of limit points of x(t) ∈ E

Eq. (16). It holds that

V(x) = ∑
N
i=1V

i(xi) + 1
2∑

N
i=1∑

N
j=1,j �=i{Va(||xi − xj|| −Vr(||xi − xj||)}⇒

V(x) = ∑
N
i=1V

i(xi) + 1
2∑

N
i=1∑

N
j=1,j �=i{a||x

i − xj|| −Vr(||xi − xj||)

and

∇xiV(x) = [∑N
i=1∇xiV

i(xi)] + 1
2∑

N
i=1∑

N
j=1,j �=i∇xi{a||x

i − xj|| −Vr(||xi − xj||)}⇒
∇xiV(x) = [∑N

i=1∇xiV
i(xi)] + ∑

N
j=1,j �=i(x

i − xj){ga(||xi − xj||)− gr(||xi − xj||)} ⇒
∇xiV(x) = [∑N

i=1∇xiV
i(xi)] + ∑

N
j=1,j �=i(x

i − xj){a− gr(||xi − xj||)}

and using Eq. (10) with γi(t) = 1 yields∇xiV(x) = −ẋi, and

V̇(x) =∇xV(x)T ẋ =
N

∑
i=1

∇xiV(x)T ẋi ⇒ V̇(x) = −
N

∑
i=1

||ẋi||2 ≤ 0 (23)

Therefore it holds V(x) > 0 and V̇(x)≤0 and the set C = {x : V(x(t)) ≤ V(x(0))} is compact
and positively invariant. Thus, by applying La Salle’s theorem one can show the convergence
of x(t) to the set M ⊂ C, M = {x : V̇(x) = 0} ⇒ M = {x : ẋ = 0}.

4. Distributed state estimation using the extended information filter

4.1 Extended kalman filtering at local processing units
As mentioned, to obtain an accurate estimate of the target’s coordinates, fusion of the
distributed sensor measurements can be performed either with the use of the Extended
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Information Filter or with the use of the Unscented Information Filter. The distributed
Extended Kalman Filter, also know as Extended Information Filter, performs fusion of the
state estimates which are provided by local Extended Kalman Filters. Thus, the functioning
of the local Extended Kalman Filters should be analyzed first. The following nonlinear
state-space model is considered again (Rigatos & Tzafestas, 2007), (Rigatos, 2009b):

x(k+ 1) = φ(x(k)) + L(k)u(k) + w(k)
z(k) = γ(x(k)) + v(k)

(24)

where x∈Rm×1 is the system’s state vector and z∈Rp×1 is the system’s output, while w(k)
and v(k) are uncorrelated, Gaussian zero-mean noise processes with covariance matrices Q(k)
and R(k) respectively. The operators φ(x) and γ(x) are φ(x) = [φ1(x),φ2(x), · · · ,φm(x)]T, and
γ(x) = [γ1(x),γ2(x), · · · ,γp(x)]T, respectively. It is assumed that φ and γ are sufficiently
smooth in x so that each one has a valid series. Taylor expansion. Following a linearization
procedure, φ is expanded into Taylor series about x̂:

φ(x(k)) = φ(x̂(k)) + Jφ(x̂(k))[x(k)− x̂(k)] + · · · (25)

where Jφ(x) is the Jacobian of φ calculated at x̂(k):

Jφ(x) =
∂φ

∂x
|x=x̂(k) =

⎛
⎜⎜⎜⎜⎜⎝

∂φ1
∂x1

∂φ1
∂x2

· · ·
∂φ1
∂xm

∂φ2
∂x1

∂φ2
∂x2

· · ·
∂φ2
∂xm

...
...

...
...

∂φm
∂x1

∂φm
∂x2

· · ·
∂φm
∂xm

⎞
⎟⎟⎟⎟⎟⎠

(26)

Likewise, γ is expanded about x̂−(k)

γ(x(k)) = γ(x̂−(k)) + Jγ [x(k)− x̂−(k)] + · · · (27)

where x̂−(k) is the estimation of the state vector x(k) before measurement at the k-th instant
to be received and x̂(k) is the updated estimation of the state vector after measurement at the
k-th instant has been received. The Jacobian Jγ(x) is

Jγ(x) =
∂γ

∂x
|x=x̂−(k) =

⎛
⎜⎜⎜⎜⎜⎝

∂γ1
∂x1

∂γ1
∂x2

· · · ∂γ1
∂xm

∂γ2
∂x1

∂γ2
∂x2

· · · ∂γ2
∂xm

...
...

...
...

∂γp

∂x1
∂γp

∂x2
· · ·

∂γp

∂xm

⎞
⎟⎟⎟⎟⎟⎠

(28)

The resulting expressions create first order approximations of φ and γ. Thus the linearized
version of the system is obtained:

x(k+ 1) = φ(x̂(k)) + Jφ(x̂(k))[x(k)− x̂(k)] + w(k)
z(k) = γ(x̂−(k)) + Jγ(x̂−(k))[x(k)− x̂−(k)] + v(k)

(29)

Now, the EKF recursion is as follows: First the time update is considered: by x̂(k) the
estimation of the state vector at instant k is denoted. Given initial conditions x̂−(0) and P−(0)
the recursion proceeds as:
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– Measurement update. Acquire z(k) and compute:

K(k) = P−(k)JTγ (x̂
−(k))·[Jγ(x̂−(k))P−(k)JTγ (x̂

−(k)) + R(k)]−1

x̂(k) = x̂−(k) + K(k)[z(k)− γ(x̂−(k))]
P(k) = P−(k)− K(k)Jγ(x̂−(k))P−(k)

(30)

– Time update. Compute:

P−(k+ 1) = Jφ(x̂(k))P(k)JTφ (x̂(k)) + Q(k)
x̂−(k+ 1) = φ(x̂(k)) + L(k)u(k)

(31)

The schematic diagram of the EKF loop is given in Fig. 4.

Fig. 4. Schematic diagram of the EKF loop

4.2 Calculation of local estimations in terms of EIF information contributions
Again the discrete-time nonlinear system of Eq. (24) is considered. The Extended Information
Filter (EIF) performs fusion of the local state vector estimates which are provided by the
local Extended Kalman Filters, using the Information matrix and the Information state vector
(Lee, 2008b), (Lee, 2008a), (Vercauteren & Wang, 2005), (Manyika & Durrant-Whyte, 1994).
The Information Matrix is the inverse of the state vector covariance matrix, and can be also
associated to the Fisher Information matrix (Rigatos & Zhang, 2009). The Information state
vector is the product between the Information matrix and the local state vector estimate

Y(k) = P−1(k) = I(k)
ŷ(k) = P−(k)−1x̂(k) = Y(k)x̂(k)

(32)

The update equation for the Information Matrix and the Information state vector are given by

Y(k) = P−(k)−1 + JTγ (k)R
−1(k)Jγ(k)

= Y−(k) + I(k)
(33)
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ŷ(k) = ŷ−(k) + JTγ R(k)
−1[z(k)− γ(x(k)) + Jγ x̂−(k)]
= ŷ−(k) + i(k)

(34)

where

I(k) = JTγ (k)R
(k)−1 Jγ(k) is the associated information matrix and

i(k) = JTγ R
(k)−1[(z(k)− γ(x(k))) + Jγ x̂−(k)] is the information state contribution

(35)

The predicted information state vector and Information matrix are obtained from

ŷ−(k)= P−(k)−1 x̂−(k)
Y−(k) = P−(k)−1

= [Jφ(k)P−(k)Jφ(k)
T + Q(k)]−1 (36)

The Extended Information Filter is next formulated for the case that multiple local sensor
measurements and local estimates are used to increase the accuracy and reliability of the
estimation of the target’s cartesian coordinates and bearing. It is assumed that an observation
vector zi(k) is available for N different sensor sites (mobile robots) i = 1,2, · · · ,N and each
sensor observes a common state according to the local observation model, expressed by

zi(k) = γ(x(k)) + vi(k), i = 1,2, · · · ,N (37)

where the local noise vector vi(k)∼N(0,Ri) is assumed to be white Gaussian and uncorrelated
between sensors. The variance of a composite observation noise vector vk is expressed in terms
of the block diagonal matrix

R(k) = diag[R(k)1, · · · ,RN(k)]T (38)

The information contribution can be expressed by a linear combination of each local
information state contribution ii and the associated information matrix Ii at the i-th sensor
site

i(k) = ∑
N
i=1 J

i
γ
T
(k)Ri(k)−1[zi(k)− γi(x(k)) + Jiγ(k)x̂

−(k)]

I(k) = ∑
N
i=1 J

i
γ
T
(k)Ri(k)−1 Jiγ(k)

(39)

Using Eq. (39) the update equations for fusing the local state estimates become

ŷ(k) = ŷ−(k) + ∑
N
i=1 J

i
γ
T
(k)Ri(k)−1[zi(k)− γi(x(k)) + Jiγ(k)x̂

−(k)]

Y(k) = Y−(k) + ∑
N
i=1 J

i
γ
T
(k)Ri(k)−1 Jiγ(k)

(40)

It is noted that in the Extended Information Filter an aggregation (master) fusion filter
produces a global estimate by using the local sensor information provided by each local filter.
As in the case of the Extended Kalman Filter the local filters which constitute the Extended
information Filter can be written in terms of time update and a measurement update equation.
Measurement update: Acquire z(k) and compute

Y(k) = P−(k)−1 + JTγ (k)R(k)
−1 Jγ(k)

or Y(k) = Y−(k) + I(k) where I(k) = JTγ (k)R
−1(k)Jγ(k)

(41)

ŷ(k) = ŷ−(k) + JTγ (k)R(k)
−1[z(k)− γ(x̂(k)) + Jγ x̂−(k)]

or ŷ(k) = ŷ−(k) + i(k)
(42)

Time update: Compute

Y−(k+ 1) = P−(k+ 1)−1
= [Jφ(k)P(k)Jφ(k)T + Q(k)]−1 (43)

y−(k+ 1) = P−(k+ 1)−1 x̂−(k+ 1) (44)
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Fig. 5. Fusion of the distributed state estimates of the target (obtained by the mobile robots)
with the use of the Extended Information Filter

4.3 Extended information filtering for state estimates fusion
In the Extended Information Filter each one of the local filters operates independently,
processing its own local measurements. It is assumed that there is no sharing ofmeasurements
between the local filters and that the aggregation filter (Fig. 5) does not have direct access
to the raw measurements feeding each local filter. The outputs of the local filters are
treated as measurements which are fed into the aggregation fusion filter (Lee, 2008b), (Lee,
2008a), (Vercauteren & Wang, 2005). Then each local filter is expressed by its respective error
covariance and estimate in terms of information contributions given in Eq.(36)

Pi
−1(k) = P−

i (k)−1
+ JTγ R

(k)−1 Jγ(k)
x̂i(k) = Pi(k)(P

−
i (k)−1 x̂−i (k)) + JTγ R(k)

−1[zi(k)− γi(x(k)) + Jiγ(k)x̂
−
i (k)]

(45)

It is noted that the local estimates are suboptimal and also conditionally independent given
their own measurements. The global estimate and the associated error covariance for the
aggregate fusion filter can be rewritten in terms of the computed estimates and covariances
from the local filters using the relations

JTγ (k)R(k)
−1 Jγ(k) = Pi(k)−1 − P−

i (k)−1

JTγ (k)R(k)
−1[zi(k)− γi(x(k)) + Jiγ(k)x̂

−(k)] = Pi(k)−1 x̂i(k)− Pi(k)−1 x̂i(k− 1)
(46)

For the general case of N local filters i = 1, · · · ,N, the distributed filtering architecture is
described by the following equations

P(k)−1 = P−(k)−1 + ∑
N
i=1[Pi(k)

−1 − P−
i (k)−1]

x̂(k) = P(k)[P−(k)−1 x̂−(k) + ∑
N
i=1(Pi(k)

−1 x̂i(k)− P−
i (k)−1 x̂−i (k))]

(47)
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Fig. 6. Schematic diagram of the Extended Information Filter loop

It is noted that the global state update equation in the above distributed filter can be written
in terms of the information state vector and of the information matrix

ŷ(k) = ŷ−(k) + ∑
N
i=1(ŷi(k)− ŷ−i (k))

Ŷ(k) = Ŷ−(k) + ∑
N
i=1(Ŷi(k)− Ŷ−

i (k))
(48)

The local filters provide their own local estimates and repeat the cycle at step k+ 1. In turn the
global filter can predict its global estimate and repeat the cycle at the next time step k+ 1when
the new state x̂(k + 1) and the new global covariance matrix P(k + 1) are calculated. From
Eq. (47) it can be seen that if a local filter (processing station) fails, then the local covariance
matrices and the local state estimates provided by the rest of the filters will enable an accurate
computation of the system’s state vector.

5. Distributed state estimation using the unscented information filter

5.1 Unscented kalman filtering at local processing units
It is also possible to estimate the cartesian coordinates and bearing of the target through the
fusion of the estimates provided by local Sigma-Point Kalman Filters. This can be succeeded
using the Distributed Sigma-Point Kalman Filter, also known as Unscented Information Filter
(UIF) (Lee, 2008b), (Lee, 2008a). First, the functioning of the local Sigma-Point Kalman Filters
will be explained. Each local Sigma-Point Kalman Filter generates an estimation of the target’s
state vector by fusing the estimate of the target’s coordinates and bearing obtained by each
mobile robot with the distance of the target from a reference surface, measured in an inertial
coordinates system. Unlike EKF, in Sigma-Point Kalman Filtering no analytical Jacobians
of the system equations need to be calculated as in the case for the EKF (Julier et al., 2000),
(Julier & Uhlmann, 2004), (Särrkä, 2007). This is achieved through a different approach for
calculating the posterior 1st and 2nd order statistics of a random variable that undergoes a
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nonlinear transformation. The state distribution is represented again by a Gaussian random
variable but is now specified using a minimal set of deterministically chosen weighted sample
points. The basic sigma-point approach can be described as follows:
1. A set of weighted samples (sigma-points) are deterministically calculated using the mean
and square-root decomposition of the covariance matrix of the system’s state vector. As a
minimal requirement the sigma-point set must completely capture the first and second order
moments of the prior random variable. Higher order moments can be captured at the cost of
using more sigma-points.
2. The sigma-points are propagated through the true nonlinear function using functional
evaluations alone, i.e. no analytical derivatives are used, in order to generate a posterior
sigma-point set.
3. The posterior statistics are calculated (approximated) using tractable functions of the
propagated sigma-points and weights. Typically, these take on the form of a simple weighted
sample mean and covariance calculations of the posterior sigma points.
It is noted that the sigma-point approach differs substantially from general stochastic
sampling techniques, such as Monte-Carlo integration (e.g Particle Filtering methods) which
require significantly more sample points in an attempt to propagate an accurate (possibly
non-Gaussian) distribution of the state. The deceptively simple sigma-point approach results
in posterior approximations that are accurate to the third order for Gaussian inputs for
all nonlinearities. For non-Gaussian inputs, approximations are accurate to at least the
second-order, with the accuracy of third and higher-ordermoments determined by the specific
choice of weights and scaling factors.
The Unscented Kalman Filter (UKF) is a special case of Sigma-Point Kalman Filters. The
UKF is a discrete time filtering algorithm which uses the unscented transform for computing
approximate solutions to the filtering problem of the form

x(k+ 1) = φ(x(k)) + L(k)U(k) +w(k)
y(k) = γ(x(k)) + v(k)

(49)

where x(k)∈Rn is the system’s state vector, y(k)∈Rm is the measurement, w(k)∈Rn is a
Gaussian process noise w(k)∼N(0,Q(k)), and v(k)∈Rm is a Gaussian measurement noise
denoted as v(k)∼N(0,R(k)). The mean and covariance of the initial state x(0) are m(0) and
P(0), respectively.
Some basic operations performed in the UKF algorithm (Unscented Transform) are summarized
as follows:
1) Denoting the current state mean as x̂, a set of 2n+ 1 sigma points is taken from the columns
of the n×n matrix

√
(n+ λ)Pxx as follows:

x0 = x̂
xi = x̂+ [

√
(n+ λ)Pxx]i, i = 1, · · · ,n

xi = x̂− [
√
(n+ λ)Pxx]i, i = n+ 1, · · · ,2n

(50)

and the associate weights are computed:

W(m)
0 = λ

(n+λ)
W(c)

0 = λ
(n+λ)+(1−α2+b)

W(m)
i = 1

2(n+λ)
, i = 1, · · · ,2n W(c)

i = 1
2(n+λ)

(51)

where i = 1,2, · · · ,2n and λ = α2(n + κ) − n is a scaling parameter, while α, β and κ are
constant parameters. Matrix Pxx is the covariance matrix of the state x.
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2) Transform each of the sigma points as

zi = h(xi) i = 0, · · · ,2n (52)

3) Mean and covariance estimates for z can be computed as

ẑ∑
2n
i=0W

(m)
i zi

Pzz = ∑
2n
i=0W

(c)
i (zi − ẑ)(zi − ẑ)T

(53)

4) The cross-covariance of x and z is estimated as

Pxz = ∑
2n
i=0W

(c)
i (xi − x̂)(zi − ẑ)T (54)

The matrix square root of positive definite matrix Pxx means a matrix A =
√
Pxx such that

Pxx = AAT and a possible way for calculation is Singular Values Decomposition (SVD).
Next the basic stages of the Unscented Kalman Filter are given:
As in the case of the Extended Kalman Filter and the Particle Filter, the Unscented Kalman
Filter also consists of prediction stage (time update) and correction stage (measurement
update) (Julier & Uhlmann, 2004), (Särrkä, 2007).
Time update: Compute the predicted state mean x̂−(k) and the predicted covariance Pxx−(k)
as

[x̂−(k),P−
xx(k)] = UT( fd, x̂(k− 1),Pxx(k− 1))

P−
xx(k) = Pxx(k− 1) + Q(k− 1) (55)

Measurement update: Obtain the new output measurement zk and compute the predictedmean
ẑ(k) and covariance of the measurement Pzz(k), and the cross covariance of the state and
measurement Pxz(k)

[ẑ(k),Pzz(k),Pxz(k)] = UT(hd , x̂−(k),P−
xx(k))

Pzz(k) = Pzz(k) + R(k)
(56)

Then compute the filter gain K(k), the state mean x̂(k) and the covariance Pxx(k), conditional
to the measurement y(k)

K(k) = Pxz(k)P−1
zz (k)

x̂(k) = x̂−(k) + K(k)[z(k)− ẑ(k)]
Pxx(k) = P−

xx(k)− K(k)Pzz(k)K(k)T
(57)

The filter starts from the initial mean m(0) and covariance Pxx(0). The stages of state vector
estimation with the use of the Unscented Kalman Filter algorithm are depicted in Fig. 7.

5.2 Unscented information filtering
The Unscented Information Filter (UIF) performs fusion of the state vector estimates which
are provided by local Unscented Kalman Filters, by weighting these estimates with local
Information matrices (inverse of the local state vector covariance matrices which are again
recursively computed) (Lee, 2008b), (Lee, 2008a), (Vercauteren & Wang, 2005)]. The Unscented
Information Filter is derived by introducing a linear error propagation based on the unscented
transformation into the Extended Information Filter structure. First, an augmented state
vector xα

−(k) is considered, along with the process noise vector, and the associated covariance
matrix is introduced.

x̂−α (k) =
(
x̂−(k)
ŵ−(k)

)
, Pα−(k) =

(
P−(k) 0

0 Q−(k)

)
(58)

249
Target Tracking for Mobile Sensor Networks Using
Distributed Motion Planning and Distributed Filtering



18 Multi-robot Systems, Trends and Developments

Fig. 7. Schematic diagram of the Unscented Kalman Filter loop

As in the case of local (lumped) Unscented Kalman Filters, a set of weighted sigma points
Xi

α
−
(k) is generated as

X−
α,0(k) = x̂−α (k)

X−
α,i(k) = x̂−α (k) + [

√
(nα + λ)P−

α (k− 1)]
i
, i = 1, · · · ,n

X−
α,i(k) = x̂−α (k) + [

√
(nα + λ)P−

α (k− 1)]
i
, i = n+ 1, · · · ,2n

(59)

where λ = α2(nα + κ) − nα is a scaling, while 0≤α≤1 and κ are constant parameters. The
corresponding weights for the mean and covariance are defined as in the case of the lumped
Unscented Kalman Filter

W(m)
0 = λ

nα+λ W(c)
0 = λ

(nα+λ)+(1−α2+β)

W(m)
i = 1

2(nα+λ)
, i = 1, · · · ,2nα W(c)

i = 1
2(nα+λ)

, i = 1, · · · ,2nα

(60)

where β is again a constant parameter. The equations of the prediction stage (measurement
update) of the information filter, i.e. the calculation of the information matrix and the
information state vector of Eq. (36) now become

ŷ−(k) = Y−(k)∑2nα

i=0W
m
i Xx

i (k)
Y−(k) = P−(k)−1 (61)

where Xx
i are the predicted state vectors when using the sigma point vectors Xw

i in the
state equation Xx

i (k + 1) = φ(Xw
i
−(k)) + L(k)U(k). The predicted state covariance matrix
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is computed as

P−(k) =
2nα

∑
i=0

W(c)
i [Xx

i (k)− x̂−(k)][Xx
i (k)− x̂−(k)]T (62)

As noted, the equations of the Extended Information Filter (EIF) are based on the linearized
dynamic model of the system and on the inverse of the covariance matrix of the state vector.
However, in the equations of the Unscented Kalman Filter (UKF) there is no linearization
of the system dynamics, thus the UKF cannot be included directly into the EIF equations.
Instead, it is assumed that the nonlinear measurement equation of the system given in Eq.
(24) can be mapped into a linear function of its statistical mean and covariance, which makes
possible to use the information update equations of the EIF. Denoting Yi(k) = γ(Xx

i (k))
(i.e. the output of the system calculated through the propagation of the i-th sigma point Xi

through the system’s nonlinear equation) the observation covariance and its cross-covariance
are approximated by

P−
YY(k) = E[(z(k)− ẑ−(k))(z(k)− ẑ−(k))T ]

Jγ(k)P−(k)Jγ(k)T
(63)

P−
XY(k) = E[(x(k)− x̂(k)−)(z(k)− ẑ(k)−)T ]

P−(k)Jγ(k)T
(64)

where z(k) = γ(x(k)) and Jγ(k) is the Jacobian of the output equation γ(x(k)). Next,
multiplying the predicted covariance and its inverse term on the right side of the information
matrix Eq. (35) and replacing P(k)Jγ(k)T with P−

XY(k) gives the following representation of
the information matrix (Lee, 2008b), (Lee, 2008a), (Vercauteren & Wang, 2005)

I(k) = Jγ(k)
TR(k)−1 Jγ(k)

= P−(k)−1P−(k)Jγ(k)
TR(k)−1 J−γ (k)P−(k)T(P−(k)−1

)T

= P−(k)−1P−
XY(k)R(k)

−1P−
XY(k)

T
(P−(k)−1

)T
(65)

where P−(k)−1 is calculated according to Eq. (62) and the cross-correlation matrix PXY(k) is
calculated from

P−
XY(k) =

2nα

∑
i=0

W(c)
i [Xx

i (k)− x̂−(k)][Yi(k)− ẑ−(k)]T (66)

where Yi(k) = γ(Xx
i (k)) and the predicted measurement vector ẑ−(k) is obtained by ẑ−(k) =

∑
2nα

i=0W
(m)
i Yi(k). Similarly, the information state vector ik can be rewritten as

i(k) = Jγ(k)TR(k)−1[z(k)− γ(x(k)) + Jγ(k)T x̂−(k)]
= P−(k)−1P−(k)Jγ(k)TR(k)−1[z(k)− γ(x(k)) + Jγ(k)T(P−(k))T(P−(k)−1)Tx̂−(k)]

= P−(k)−1P−
XY(k)R(k)

−1[z(k)− γ(x(k)) + P−
XY(k)(P

−(k)−1
)Tx̂−(k)]

(67)

To complete the analogy to the information contribution equations of the EIF a
”measurement” matrix HT(k) is defined as

H(k)T = P−(k)−1P−
XY(k) (68)

In terms of the ”measurement” matrix H(k) the information contributions equations are
written as

i(k) = HT(k)R(k)−1[z(k)− γ(x(k)) + H(k)x̂−(k)]
I(k) = HT(k)R(k)−1H(k)

(69)
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The above procedure leads to an implicit linearization in which the nonlinear measurement
equation of the system given in Eq. (24) is approximated by the statistical error variance and
its mean

z(k) = γ(x(k))H(k)x(k) + ū(k) (70)
where ū(k) = γ(x̂−(k))− H(k)x̂−(k) is a measurement residual term.

5.3 Calculation of local estimations in terms of UIF information contributions
Next, the local estimations provided by distributed (local) Unscented Kalmans filters will be
expressed in terms of the information contributions (information matrix I and information
state vector i) of the Unscented Information Filter, which were defined in Eq. (69) (Lee, 2008b),
(Lee, 2008a), (Vercauteren &Wang, 2005). It is assumed that the observation vector z̄i(k+ 1)
is available from N different sensors, and that each sensor observes a common state according
to the local observation model, expressed by

z̄i(k) = Hi(k)x(k) + ūi(k) + vi(k) (71)

where the noise vector vi(k) is taken to be white Gaussian and uncorrelated between sensors.
The variance of the composite observation noise vector vk of all sensors is written in terms
of the block diagonal matrix R(k) = diag[R1(k)T , · · · ,RN(k)T ]T. Then one can define the
local information matrix Ii(k) and the local information state vector ii(k) at the i-th sensor,
as follows

ii(k) = HT
i (k)Ri(k)

−1[zi(k)− γi(x(k)) + Hi(k)x̂−(k)]
Ii(k) = HT

i (k)Ri(k)
−1Hi(k)

(72)

Since the information contribution terms have group diagonal structure in terms of the
innovation and measurement matrix, the update equations for the multiple state estimation
and data fusion are written as a linear combination of the local information contribution terms

ŷ(k) = ŷ−(k) + ∑
N
i=1ii(k)

Y(k) = Y−(k) + ∑
N
i=1 Ii(k)

(73)

Then using Eq. (61) one can find the mean state vector for the multiple sensor estimation
problem.
As in the case of the Unscented Kalman Filter, the Unscented Information Filter running at
the i-th measurement processing unit can be written in terms of measurement update and time
update equations:
Measurement update: Acquire measurement z(k) and compute

Y(k) = P−(k)−1 + HT(k)R−1(k)H(k)
or Y(k) = Y−(k) + I(k) where I(k) = HT(k)R−1(k)H(k)

(74)

ŷ(k) = ŷ−(k) + HT(k)R−1(k)[z(k)− γ(x̂(k)) + H(k)x̂−(k)]
or ŷ(k) = ŷ−(k) + i(k)

(75)

Time update: Compute

Y−(k+ 1) = (P−(k+ 1))−1

where P−(k+ 1) = ∑
2nα

i=0W
(c)
i [Xx

i (k+ 1)− x̂−(k+ 1)][Xx
i (k+ 1)− x̂−(k+ 1)]T

(76)

ŷ(k+ 1) = Y(k+ 1)∑2nα

i=0W
(m)
i Xx

i (k+ 1)
where Xx

i (k+ 1) = φ(Xw
i (k)) + L(k)U(k)

(77)
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Fig. 8. Schematic diagram of the Unscented Information Filter loop

5.4 Distributed unscented information filtering for state estimates fusion
It has been shown that the update of the aggregate state vector of the Unscented Information
Filter architecture can be expressed in terms of the local information matrices Ii and of the
local information state vectors ii, which in turn depend on the local covariance matrices P
and cross-covariance matrices PXY. Next, it will be shown that the update of the aggregate
state vector can be also expressed in terms of the local state vectors xi(k) and in terms of the
local covariance matrices Pi(k) and cross-covariance matrices Pi

XY(k). It is assumed that the
local filters do not have access to each other row measurements and that they are allowed to
communicate only their information matrices and their local information state vectors. Thus
each local filter is expressed by its respective error covariance and estimate in terms of the
local information state contribution ii and its associated information matrix Ii at the i-th filter
site. Then using Eq. (61) one obtains

Pi(k)
−1 = P−

i (k)−1
+ HT

i (k)Ri(k)
−1Hi(k)

x̂i = Pi(k)(P
−
i (k)x̂−i (k) + HT

i (k)Ri(k)
−1[zi(k)− γi(x(k)) + Hi(k)x̂−(k)])

(78)

Using Eq. (78), each local information state contribution ii and its associated information
matrix Ii at the i-th filter are rewritten in terms of the computed estimates and covariances of
the local filters

HT
i (k)Ri(k)−1Hi(k) = Pi

−1(k)− P−
i (k)−1

HT
i (k)Ri(k)

−1[zi(k)− γi(x(k)) + Hi(k)x̂−(k)]) = Pi(k)−1 x̂i(k)− P−
i (k)−1 x̂−i (k)

(79)

where according to Eq.(68) it holds Hi(k) = P−
i (k)−1P−

XY,i(k). Next, the aggregate estimates
of the distributed Unscented Information Filtering are derived for a number of N local
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filters i = 1, · · · ,N and sensor measurements, first in terms of covariances (Lee, 2008b),(Lee,
2008a),(Vercauteren & Wang, 2005).

P(k)−1 = P−(k)−1
+ ∑

N
i=1[Pi(k)

−1 − P−
i (k)−1

]

x̂(k) = P(k)[P−(k)−1 x̂−(k) + ∑
N
i=1(Pi(k)

−1 x̂i(k)− P−
i (k)−1 x̂−i (k))]

(80)

and also in terms of the information state vector and of the information state covariance matrix

ŷ(k) = ŷ−(k) + ∑
N
i=1(ŷi(k)− ŷ−i (k))

Y(k) = Y−(k) + ∑
N
i=1[Yi(k)− Y−

i (k)]
(81)

State estimation fusion based on the Unscented Information Filter (UIF) is fault tolerant. From
Eq. (80) it can be seen that if a local filter (processing station) fails, then the local covariance
matrices and local estimates provided by the rest of the filters will enable a reliable calculation
of the system’s state vector. Moreover, the UIF is computationally more efficient comparing
to centralized filters and results in enhanced estimation accuracy.

6. Simulation tests

6.1 Estimation of target’s position with the use of the extended information filter
The number of mobile robots used for target tracking in the simulation experiments was
N = 10. However, since the mobile robots ensemble (mobile sensor network) is modular a
larger number of mobile robot’s could have been also considered. It is assumed that each
mobile robot can obtain an estimation of the target’s cartesian coordinates and bearing, i.e.
the target’s position [x,y] as well as the target’s orientation θ. To improve the accuracy of the
target’s localization, the target’s coordinates and bearing are fused with the distance of the
target from a reference surface measured in an inertial coordinates system (see Fig. 2 and 9).

Fig. 9. Distance of the target’s reference point i from the reference plane Pj, measured in the
inertial coordinates systemOXY

The inertial coordinates system OXY is defined. Furthermore the coordinates system O′X′Y′
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is considered (Fig. 2). O′X′Y′ results from OXY if it is rotated by an angle θ (Fig. 2).
The coordinates of the center of the wheels axis with respect to OXY are (x,y), while the
coordinates of the reference point i that is mounted on the vehicle, with respect to O′X′Y′ are
x
′

i ,y
′

i. The orientation of the reference point with respect to OX′Y′ is θ
′

i . Thus the coordinates
of the reference point with respect to OXY are (xi,yi) and its orientation is θi, and are given
by:

xi(k) = x(k) + x
′

i sin(θ(k)) + y
′

icos(θ(k))
yi(k) = y(k)− x

′

icos(θ(k)) + y
′

isin(θ(k))
θi(k) = θ(k) + θi

(82)

Each plane Pj in the robot’s environment can be represented by Pj
r and Pj

n (Fig. 9), where (i) Pj
r

is the normal distance of the plane from the origin O, (ii) Pj
n is the angle between the normal

line to the plane and the x-direction.
The target’s reference point i is at position xi(k),yi(k) with respect to the inertial coordinates
systemOXY and its orientation is θi(k). Using the above notation, the distance of the reference
point i, from the plane Pj is represented by Pj

r ,P
j
n (see Fig. 9):

dji(k) = Pj
r − xi(k)cos(P

j
n)− yi(k)sin(P

j
n) (83)

Assuming a constant sampling period Δtk = T the measurement equation is z(k + 1) =
γ(x(k)) + v(k), where z(k) is the vector containing target’s coordinates and bearing estimates
obtained from a mobile sensor and the measurement of the target’s distance to the reference
surface, while v(k) is a white noise sequence∼ N(0,R(kT)). The measure vector z(k) can thus
be written as

z(k) = [x(k) + v1(k),y(k) + v2(k),θ(k) + v3(k),d
j
1(k) + v4(k)] (84)

with i = 1,2, · · · ,ns, d
j
i(k) to be the distance measure with respect to the plane Pj and j =

1, · · · ,np to be the number of reference surfaces. By definition of the measurement vector one
has that the output function γ(x(k)) is given by γ(x(k)) = [x(k),y(k),θ(k),d11(k)].
To obtain the Extended Kalman Filter (EKF), the kinematic model of the target described in
Eq. (2) is discretized and written in the discrete-time state-space form of Eq.(24) (Rigatos,
2009a),(Rigatos, 2010b).
The measurement update of the EKF is

K(k) = P−(k)JTγ (x̂
−(k))[Jγ(x̂−(k))P−(k)JTγ (x̂

−(k)) + R(k)]−1

x̂(k) = x̂−(k) + K(k)[z(k)− γ(x̂−(k))]
P(k) = P−(k)− K(k)JTγ P

−(k)

The time update of the EKF is

P−(k+ 1) = Jφ(x̂(k))P(k)JTφ (x̂(k)) + Q(k)
x̂−(k+ 1) = φ(x̂(k)) + L(k)U(k)

where

L(k) =

⎛
⎝Tcos(θ(k)) 0
Tsin(θ(k)) 0

0 T

⎞
⎠
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and

Jφ(x̂(k)) =

⎛
⎝1 0 −v(k)sin(θ)T
0 1 −v(k)cos(θ)T
0 0 1

⎞
⎠

while Q(k) = diag[σ2(k),σ2(k),σ2(k)], with σ2(k) chosen to be 10−3 and φ(x̂(k)) = [x̂(k), ŷ(k), θ̂(k)]T,
γ(x̂(k)) = [x̂(k), ŷ(k), θ̂(k),d(k)]T, i.e.

γ(x̂(k)) =

⎛
⎜⎜⎝

x̂(k)
ŷ(k)
θ̂(k)

Pj
r − xi(k))cos(P

j
n)− yi(k)sin(P

j
n)

⎞
⎟⎟⎠ (85)

The vector of the control input is given by U(k) = [v(k),ω(k)]T. Assuming one reference
surface in the target’s neighborhood one gets

JTγ (x̂
−(k)) = [Jγ1(x̂

−(k)), Jγ2(x̂
−(k)), Jγ3(x̂

−(k)), Jγ4(x̂
−(k))]T, i.e.

JTγ (x̂
−(k)) =

⎛
⎜⎜⎝

1 0 0
0 1 0
0 0 1

−cos(Pj
n) −sin(Pj

n) {x
′

icos(θ − Pj
n)− y

′

isin(θ − Pj
n)}

⎞
⎟⎟⎠ (86)

The use of EKF for fusing the target’s coordinates and bearing measured by each mobile robot
with the target’s distance from a reference surface measured in an inertial coordinates system
provides an estimation of the state vector [x(t),y(t),θ(t)] and enables the successful tracking
of the target’s motion by the individual mobile robots (mobile sensors).
The tracking of the target by the swarm of the autonomous vehicles was tested in the case of
several reference trajectories, both for motion in an environment without obstacles as well
as for motion in a plane containing obstacles. The proposed distributed filtering scheme
enabled accurate estimation of the target’s state vector [x,y,θ]T through the fusion of the
measurements of the target’s coordinates and orientation obtained by each mobile robot with
the measurement of the distance from a reference surface in an inertial coordinates frame.
The state estimates provided by the Extended Kalman Filters running at each mobile sensor
were fused into one single state estimate using Extended Information Filtering. The aggregate
estimated coordinates of the target (x̂∗, ŷ∗) provided the reference setpoint for the distributed
motion planning algorithm. Each mobile sensor was made to move along the path defined
by (x̂∗, ŷ∗). The convergence properties of the distributed motion planning algorithm were
described in Section 3. The tracking of the target’s trajectory by the mobile robots ensemble as
well as the accuracy of the two-level sensor fusion-based estimation of the target’s coordinates
is depicted in Fig. 10 to Fig. 14. The target is marked as a thick-line rectangle and the
associated reference trajectory is plotted as a thick line.
It is noted that using distributed EKFs and fusion through the Extended Information Filter is
more robust comparing to the centralized EKF since (i) if a local processing unit is subject
to a fault then state estimation is still possible and can be used for accurate localization
of the target, as well as for tracking of target’s trajectory by the individual mobile sensors
(autonomous vehicles), (ii) communication overhead remains low even in the case of a large
number of distributed mobile sensors, because the greatest part of state estimation procedure
is performed locally and only information matrices and state vectors are communicated
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Fig. 10. (a) Distributed target tracking by an ensemble of autonomous vehicles when the
target follows a circular trajectory in an obstacles-free motion space, (b) Aggregate estimation
of the target’s position with the use of Extended Information Filtering (continuous line) and
target’s reference path (dashed line).
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Fig. 11. (a) Distributed target tracking by an ensemble of autonomous vehicles when the
target follows an eight-shaped trajectory in an obstacles-free motion space, (b) Aggregate
estimation of the target’s position with the use of Extended Information Filtering (continuous
line) and target’s reference path (dashed line)
.
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Fig. 12. (a) Distributed target tracking by an ensemble of autonomous vehicles when the
target follows a curve-shaped trajectory in an obstacles-free motion space, (b) Aggregate
estimation of the target’s position with the use of Extended Information Filtering (continuous
line) and target’s reference path (dashed line).
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Fig. 13. (a) Distributed target tracking by an ensemble of autonomous vehicles when the
target follows a line path in a motion space with obstacles, (b) Aggregate estimation of the
target’s position with the use of Extended Information Filtering (continuous line) and target’s
reference path (dashed line).
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Fig. 14. (a) Distributed target tracking by an ensemble of autonomous vehicles when the
target follows a circular path in a motion space with obstacles, (b) Aggregate estimation of
the target’s position with the use of Extended Information Filtering (continuous line) and
target’s reference path (dashed line).

between the local processing units, (iii) the aggregation performed on the local EKF also
compensates for deviations in state estimates of local filters (which can be due to linearization
errors).

6.2 Estimation of target’s position with the use of unscented information filtering
Next, the estimation of the target’s state vector was performed using the Unscented
Information Filter. Again, the proposed distributed filtering enabled precise estimation of the
target’s state vector [x,y,θ]T through the fusion of measurements of the target’s coordinates
and bearing obtained by each mobile sensor with the distance of the target from a reference
surface measured in an inertial coordinates system. The state estimates of the local Unscented
Kalman Filters running at each mobile sensor (autonomous vehicle) were aggregated into a
single estimation by the Unscented Information Filter. The estimated coordinates [x̂∗, ŷ∗] of
the target were used to generate the reference path which was followed by the mobile robots.
The tracking of the target’s trajectory by the mobile robots ensemble as well as the accuracy
of the two-level sensor fusion-based estimation of the target’s position is shown in Fig. 15 to
Fig. 19.
As previously analyzed, the Unscented Information Filter is a derivative-free distributed
filtering approach in which the local Unscented Kalman Filters provide estimations of the
target’s coordinates using the update in-time of a number of suitably chosen sigma-points.
Therefore, unlike the Extended Information Filter and the local Extended Kalman Filters
contained in it, in the Unscented Information Filter there is no need to calculate Jacobians
through the computation of partial derivatives. Additionally, unlike the case of local
Extended Kalman Filters there is no truncation of higher order Taylor expansion terms and
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Fig. 15. (a) Distributed target tracking by an ensemble of autonomous vehicles when the
target follows a circular trajectory in an obstacles-free motion space, (b) Aggregate estimation
of the target’s position with the use of Unscented Information Filtering (continuous line) and
target’s reference path (dashed line)

no linearization errors are introduced at the local estimators. In that sense the Unscented
Information Filter provides a robust distributed state estimation and enables accurate tracking
of the target by the mobile sensors (autonomous vehicles).

7. Conclusions

The paper has examined the problem of coordinated tracking of a target by an ensemble
of mobile robots (unmanned ground vehicles). Each mobile robot was able to obtain
measurements of the target’s cartesian coordinates and orientation while a measurement
of the target’s distance from a reference surface in an inertial coordinates frame was also
communicated to the mobile robots. The state estimates of local Extended Kalman Filters
running at each mobile robot were fused into one single estimate using the Extended
Information Filter. Similarly, the state estimates of local Unscented Kalman Filters running
at each mobile sensor were aggregated by the Unscented Information Filter into one single
estimation. The estimated coordinates of the target [x̂∗, ŷ∗ ]were used to generate the reference
path which was followed by the mobile robots. Next, a suitable motion planning algorithm
was designed. The algorithm assured not only tracking of the reference path by the individual
autonomous vehicles but also permitted (i) convergence of the autonomous vehicles to the
target in a synchronized manner and (ii) avoidance of collisions with obstacles in the motion
plane as well as avoidance of collisions between the autonomous vehicles. The performance
of the distributed tracking algorithm was tested through simulation experiments.
Comparing to the traditional centralized or hierarchical fusion architecture, the
network-centric architecture proposed by the paper has significant advantages which
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Fig. 16. (a) Distributed target tracking by an ensemble of autonomous vehicles when the
target follows an eight-shaped trajectory in an obstacles-free motion space, (b) Aggregate
estimation of the target’s position with the use of Unscented Information Filtering
(continuous line) and target’s reference path (dashed line).
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Fig. 17. (a) Distributed target tracking by an ensemble of autonomous vehicles when the
target follows a curve-shaped trajectory in an obstacles-free motion space, (b) Aggregate
estimation of the target’s position with the use of Unscented Information Filtering
(continuous line) and target’s reference path (dashed line).
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Fig. 18. (a) Distributed target tracking by an ensemble of autonomous vehicles when the
target follows a line path in a motion space with obstacles, (b) Aggregate estimation of the
target’s position with the use of Unscented Information Filtering (continuous line).
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Fig. 19. (a) Distributed target tracking by an ensemble of autonomous vehicles when the
target follows a circular path in a motion space with obstacles, (b) Aggregate estimation of
the target’s position with the use of Unscented Information Filtering (continuous line) and
target’s reference path (dashed line).
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are summarized as follows: (i) Scalability: since there are no limits imposed by centralized
computation bottlenecks or lack of communication bandwidth, every mobile robot (mobile
sensor) can easily join or quit the system, (ii) Robustness: in a decentralized fusion
architecture no element of the system is mission-critical, so that the system is survivable in
the event of on-line loss of part of its partial entities (mobile robots), (iii) Modularity: every
partial entity is coordinated and does not need to possess a global knowledge of the network
topology.
Using distributed EKFs or UKFs and fusion through the Extended Information Filter and the
Unscented Kalman Filter respectively, is more robust comparing to the centralized EKF and
centralized UKF since (i) if a local processing unit is subject to a fault then state estimation
of the target’s position is still possible and can be used for planning of the mobile robot’s
motion towards the target, (ii) communication overhead remains low even in the case of a
large number of mobile robots, because the greatest part of state estimation is performed
locally and only information matrices and state vectors are communicated between the local
processing units.
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1. Introduction     
This chapter is devoted to a problem of path planning for multiple robots (Ryan, 2008; Surynek, 
2010a). Consider a group of mobile robots that can move in some environment (for example 
in the 2-dimensional plane with obstacles). Each robot of the group is given an initial and a 
goal position in the environment. The question of our interest is how to determine a 
sequence of motions for each robot of the group such that all the robots reach their goal 
positions starting from the initial ones. Physical limitations must be respected by robots: 
robots must not collide with each other and they must avoid obstacles in the environment 
during their movements. 
The problem of multi-robot path planning is motivated by many practical tasks. Various 
problems of navigating a group of mobile robots can be formulated as multi-robot path 
planning. However, the primary motivations for the problem are tasks of moving certain 
entities within an environment with a limited free space. Hence, the formulation of the 
problem is not limited to the case where robots are actually represented by mobile robots. 
The constraint of limited free space represents a key aspect that makes the problem 
interesting and non-trivial. It is quite intuitive to see that the problem becomes easier with a 
lot of free space in the environment. The interaction between robots (which corresponds to 
the probability of collisions) is low in such a case. Thus, it is possible to plan movements of 
each robot relatively independently with respect to other robots. Then the problem reduces 
almost to the series of simple single source path finding (Cormen et al., 2001) for each robot; 
potentially with finding alternative paths if a collision still occurs. 
On the other hand, if there is limited free space in the environment the problem becomes 
harder. Consider the situation where the space occupied by robots is comparable to the free 
space or even the situation where robots occupy larger space than the space that remains 
unoccupied in the environment. The interaction between robots (that is, the probability of 
collisions) is so high in such a case that finding a path for each robot independently no 
longer works. Therefore, different methods must be used. 
One of the aims of this chapter is to explain solving methods for these cases. Notice, that it is 
desirable to reason about the case with limited free space since practical tasks typically has 
this property. Such real-life examples include rearranging of shipping containers in 
warehouses (a robot is represented by a shipping container – see Fig. 1) or coordination of 
vehicles in dense traffic (robot = vehicle). Additionally, our reasoning should not be limited 
to physical entities only. A robot may be represented by a virtual entity or by a piece of 
commodity too. Thus, many tasks such as planning of data transfer between communication 
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nodes with limited storage capacity (robot = data packet), commodity transportation in the 
commodity transportation network (robot = certain amount of commodity), or even the 
motion planning of large groups of virtual agents in the computer-generated imagery can be 
expressed as the problem of multi-robot path planning. 
 

 
Fig. 1. An illustration of shipping container rearranging. This problem can be formulated as 
path planning for multiple robots where robots are represented by containers. 
We would like also to emphasize that an approach to solving tasks of multi-robot path 
planning presented in this chapter is substantially different from the multi-agent approach 
where the final plan is constructed in a distributed manner through communication 
between individual agents. A robot in our case is not regarded as an autonomous agent with 
communication ability. The plan for individual robots is constructed by the centralized 
mechanism (that is represented by a solving method in our case), which is capable of 
observing the whole environment and all the robots. The individual robots merely execute 
the centrally created plan. 

2. Formal abstraction 
When dealing with the problem of multi-robot path planning it will soon turn out to be 
necessary to work with the problem at the highly abstract level. Nevertheless, even with the 
high abstraction the problem remains computationally hard. Let us now introduce abstract 
formulations of the problem where the environment is modeled as a graph. Vertices of the 
graph represent locations in the environment. Time is modeled as a structure of discrete time 
steps isomorphic to the structure of natural numbers (including zero). Robots are placed in 
vertices of the graph while there is at most one robot in each vertex. Robots can move between 
neighboring vertices in a single step. That is, an edge represents an unobstructed way between 
locations in the environment represented by connected vertices that can be travelled by a robot 
in a single time step. At least one vertex is left unoccupied to allow robots to move. An initial 
and a goal arrangement of robots are also given to specify the task. 
There are two different approaches to the dynamicity of the problem. One approach is that a 
move is allowed to a currently unoccupied vertex only – this variant of the problem is 
known as coordinating pebble motion on a graph (Wilson, 1974; Kornhauser et al., 1984) . 
Another approach is to allow moves into currently vacated vertices. This allows a group of 
robots to move like a train where only the leading robot must move into an unoccupied 
vertex; the other robots directly follow it. As this variant of the problem is closer to the 
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reality of how robots are required to move, it is called multi-robot path planning (Surynek, 
2010a). Following definitions describes both variants of the problem formally. 
Definition 1. (problem of pebble motion on a graph). Let   be an undirected graph. 
Next, let  where  be a set of pebbles. The graph models an 
environment in which the pebbles are moving. An initial arrangement of the pebbles is 
defined by a uniquely invertible function  (that is  for every 

 with ). A goal arrangement of the pebbles is defined by another uniquely 
invertible function  (that is  for  with ). A problem of 
pebble motion on a graph is the task to find a number  and a sequence  
where  is a uniquely invertible function for every . Additionally, the 
following conditions must hold for the sequence : 
i. ; that is, all the pebble reaches their destination vertices. 
ii. Either  or  for every  and ; that 

is, a pebble can either stay in a vertex or move into the neighboring vertex between each 
two successive time steps. 

iii. If  (that is, the pebble  moves between time steps  and ) then  
  such that ; must hold for every  and 

; that is, a pebble can move into an unoccupied neighboring vertex only. This 
constraint together with unique invertibility of functions forming  implies that no 
two pebbles can enter the same target vertex at the same time step. 

The instance of the problem of pebble motion on a graph is formally a quadruple 
. Sometimes, the solution of the problem  will be denoted as 
.  

 

 
Fig. 2. An illustration of problems of pebble motion on a graph and multi-robot path planning. 
Both problems are illustrated on the same graph with the same initial and goal positions. 
The task is to move pebbles/robots from their initial positions specified by  to the goal 
positions specified by . A solution of the makespan 6 ( ) is shown for the problem 
of pebble motion on a graph and a solution of the makespan 4 ( ) is shown for the 
problem of multi-robot path planning. Notice the differences in parallelism between both 
solutions. 
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The notation with a stripe above the symbol is used to distinguish a constant from a variable 
(for example,  is a variable while  is a constant; sometimes a constant parameterized 
by a variable or by an expression will be used – for example  denotes a constant 
parameterized by an index ; the parameterization by an expression will be clear from 
the context). 
When speaking about a move at time step , it is referred to the time step of commencing 
the move (exactly, the move is performed between time steps  and ). A problem of 
multi-robot path planning is a relaxation of the problem of pebble motion on a graph. The 
condition that the target vertex of a pebble/robot must be vacated in the previous time step 
is relaxed. Thus, the motion of a robot entering the target vertex that is simultaneously 
vacated by another robot is allowed in multi-robot path planning. However, there must be 
some leading robot initiating such chain of moves by moving into an unoccupied vertex. 
Definition 2 (problem of multi-robot path planning). Again, let  be an undirected 
graph. Now a set of robots  where  is given instead of the set of 
pebbles. Similarly, the graph models an environment in which the robots are moving. The 
initial arrangement of the robots is defined by a uniquely invertible function  
(that is  for  with ). The goal arrangement of the robots is defined 
by another uniquely invertible function  (that is  for  with 

). A problem of multi-robot path planning is the task to find a number  and a 
sequence  where  is a uniquely invertible function for every 

. The following conditions must hold for the sequence : 
i. ; that is, all the robots reaches their destination vertices. 
ii. Either  or  for every  and ; that 

is, a robot can either stay in a vertex or move to the neighboring vertex at each time step. 
iii. If  (that is, the robot  moves between time steps  and ) and  

  such that  (that is, no other robot  occupies the target 
vertex at time step ), then the move of  at the time step  is called to be allowed (that 
is, the robot  moves into an unoccupied neighboring vertex – a leading robot). If 

 and there is  such that  
(that is, the robot  moves into a vertex that is being left by the robot ) and the move of 
 at the time step  is allowed, then the move of  at the time step  is also allowed. All 

the moves of robots at all the time steps must be allowed. And analogically, this 
condition together with the requirement on unique invertibility of functions forming  
implies that no two robots can enter the same target vertex at the same time step. 

The instance of the problem of multi-robot path planning is formally a quadruple 
. The solution of the problem  will be sometimes denoted as 
.  

The numbers  and  are called makespan of the solution of pebble motion on a graph and 
multi-robot path planning respectively. The makespan needs to be distinguished from the 
size of the solution, which is the total number of moves performed by pebbles/robots. 

3. Properties of problems and complexity issues 
Let us now summarize several basic properties of the solutions of instances of problems of 
pebble motion on graphs and multi-robot path planning. 
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Notice that a solution of the problem of pebble motion on a graph as well as a solution of the 
problem of multi-robot path planning allows a pebble/robot to stay in a vertex for more 
than a single time step. It is also possible that a pebble/robot visits the same vertex several 
times within the solution. Hence, a sequence of moves for a single pebble/robot does not 
necessarily form a simple path in the input graph. Notice further that both problems 
intrinsically allow parallel movements of pebbles/robots. That is, more than one 
pebble/robot can perform a move in a single time step. However, multi-robot path planning 
allows higher motion parallelism due to its weaker requirements on robot movements (the 
target vertex is required to be unoccupied only for the leading robot in the previous time 
step – see Fig. 2). More than one unoccupied vertex is necessary to obtain parallelism in the 
problem of pebble motion on a graph. On the other hand, it is sufficient to have a single 
unoccupied vertex to obtain parallelism within the solution of multi-robot path planning 
problem (consider for example robots moving around a cycle). 
The following proposition puts in relation the solution of an instance of multi-robot path 
planning and the solution of the corresponding instance of pebble motion on a graph (the 
instance of multi-robot path planning problem consists of the same graph, the set of robots 
is represented by the set of pebbles, and the initial/goal positions of robots are the same as 
in the case of pebbles). As the proof is easy, it is left as an exercise. 
Proposition 1 (problem correspondence). Let  be an instance of the problem 
of pebble motion on a graph and let  be its solution. Then 

 is a solution of an instance of the problem of path planning for multiple robots 
.  

There is a variety of modifications of the defined problems. A natural additional 
requirement is to produce solutions with makespan as small as possible (that is, the 
numbers  or  respectively are required to be as small as possible). Unfortunately, this 
requirement makes the problem of pebble motion on a graph intractable. It is shown in 
(Ratner & Warmuth, 1986) that the optimization variant of a special case of the problem of 
pebble motion on a graph is -hard (Garey & Johnson, 1979). The restriction forming the 
special case adopted in (Ratner & Warmuth, 1986) works with a graph that can be 
embedded in plane as a square grid and where there is a single unoccupied vertex - this case 
is known as  puzzle (also known as  puzzle). Hence, the general optimization 
variant of the problem of pebble motion on a graph is -hard as well. 
A restriction of both types of problems on bi-connected graphs (West, 2000) (for the precise 
definitions see Section 4.1) represents important subclass with respect to the existence of a 
solution. Hence, it is a reasonable question what is the complexity of these classes of 
problems. Since the grid graph forming the mentioned  puzzle is bi-connected, the 
immediate answer is that the optimization variant of the problem of pebble motion on a bi-
connected graph with a single unoccupied vertex is again -hard. 
However, it is not possible to simply make any similar statement about the complexity of 
the optimization variant of multi-robot path planning based on the above facts. The 
situation here is complicated by the inherent parallelism, which can reduce the makespan of 
the solution significantly. Constructions used for the  puzzle in (Ratner & Warmuth, 
1986) thus no longer work. It has been shown recently in (Surynek, 2010a) that the 
optimization variant of multi-robot path planning is NP-hard as well. As the proof of this 
result is technically complicated and not all the details fit into the conference paper 
(Surynek, 2010a) we refer the reader to technical report (Surynek, 2010b) for further reading. 
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Observe that above difficult cases of the problem of pebble motion on a graph have a single 
unoccupied vertex. This fact may raise the question how the situation is changed when there 
are more than one unoccupied vertices. More unoccupied vertices may simplify the 
problem. Unfortunately, it is not the case. The pebble motion problem on a general graph 
with the fixed number of unoccupied vertices is still -hard since multiple copies of the 

 puzzle can be used to add as many unoccupied vertices as needed. 
Without the requirement on the optimality of the makespan of solutions the situation is 
much easier; the problem of pebble motion on a graph is in the P class as it is shown in 
(Wilson, 1974; Kornhauser et al., 1984). Due to Proposition 1, the problem of path planning 
for multiple robots is in the P class as well. Moreover, it is shown in (Kornhauser et al., 1984) 
that a solution of the size of  can be generated for . Hence, 
it provides us a polynomial upper bound on size of the oracle in the content to guess in non-
deterministic model. Thus, it is possible to conclude that decision versions of optimization 
variants of both pebble motion on a graph as well as of multi-robot path planning are NP-
complete problems (Garey & Johnson, 1979). By the decision version it is meant a yes/no 
question whether there is a solution of  of the makespan smaller than the given bound. 
As constructions proving the membership of the problem of pebble motion on a graph into 
the P class used in (Wilson, 1974; Kornhauser et al., 1984) generate solutions that are too 
long, we will show an alternative solving algorithm proposed in (Surynek, 2009a, 2009b). 

4. Solving algorithm 
This section is devoted to a sub-optimal algorithm for solving problems of motion on a 
graph in polynomial time. The algorithm presented in the following text is designed for the 
problem of pebble motion on a graph. As we have Proposition 1, algorithm for pebble 
motion on a graph applies also for multi-robot path planning. However, the practice of 
solving multi-robot path planning problems using algorithms for pebble motion on a graph 
does not reflect the possibility of higher parallelism in multi-robot path planning. 
Particularly, parallelism in the form of the “train like” movement of a queue of robots is 
never produced in this way. This drawback can be augmented by a post-processing step 
that increases parallelism which is discussed in Section 5. 
The BIBOX algorithm that will be presented below comes from (Surynek, 2009a). The input 
instance of the problem of pebble motion on a graph should consist of a so called non-trivial 
bi-connected graph with exactly two unoccupied vertices. Overcoming some of these 
assumptions is discussed in Section 4.4. 

4.1 Graph-theoretical preliminaries 
Several notions from graph theory (Tarjan, 1972; West, 2000) are introduced in this section. 
Following definitions establish the notion of bi-connectivity upon that the BIBOX algorithm 
is built. Several useful properties of bi-connected graph will be also discussed. 
Definition 3 (connected graph).  An undirected graph  is connected if  for 
any two vertices  such that  there is an undirected path consisting of edges 
from  connecting  and .  
Definition 4 (bi-connected graph, non-trivial).  An undirected graph  is bi-
connected if  and the graph , where  and 

, is connected for every . A bi-connected graph not isomorphic to a 
cycle will be called non-trivial bi-connected graph.  
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Observe that, if a graph is bi-connected, then every two distinct vertices are connected by at 
least two vertex disjoint paths (equivalently, there is a cycle containing both vertices; only 
internal vertices of paths are considered when speaking about vertex disjoint paths -  vertex 
disjoint paths can intersect in their start points and endpoints). If a graph is not bi-connected 
then it is either disconnected or there exists a vertex which removal partitions the graph into 
at least two connected components – this vertex is called an articulation point. Several 
examples of bi-connected graphs are shown in Fig. 3. 
 

 
Fig. 3. Examples of bi-connected graphs. Three bi-connected graphs , , and  and their 
handle decompositions are shown using colors (handles  and  of the decomposition of 

 consist of a single edge). 

Bi-connected graphs have an important property, which is exploited within the algorithm. 
Each bi-connected graph can be constructed from a cycle by an operation of adding a handle 
to the graph. Consider a graph ; the new handle with respect to  is a sequence 

 where ,  (called connection vertices) and  for 
 (  are new vertices). The result of the addition of the handle  to the graph  is 

a new graph  where  and either in the 
case of  of  in the case of . Let the 
sequence of handles together with the initial cycle be called a handle decomposition of the 
given graph. See Fig. 3 for examples. 
Lemma 1 (handle decomposition) (Tarjan, 1972). Any bi-connected  graph can be 
obtained from a cycle by a sequence of operations of adding a handle. Moreover, the 
corresponding handle decomposition of the graph  can be effectively found in the worst 
case time of  and worst case space of .   
An important property of the construction of a bi-connected graph according to its handle 
decomposition is that the currently constructed graph is bi-connected at any stage of the 
construction. This property is substantially exploited in the design of the BIBOX algorithm. 
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The BIBOX algorithm is presented using a pseudo-code as Algorithm 1 (the algorithm is 
illustrated with pictures for easier understanding). The algorithm starts with the last handle 
of the handle decomposition and proceeds to the original cycle. Pebbles, which goal 
positions are within the last handle, are moved to their goal positions within this handle. 
The instance of the problem now reduces to the instance of the same type indeed on a 
smaller bi-connected graph. That is, the last handle is not considered any more since its 
pebbles do not need to move any more. This process is repeated until the original cycle of 
the decomposition remains. 
Let  be an instance of the pebble motion problem. The following 
notation is used in the formalization of the algorithm. The handle decomposition of the 
graph  is formally a sequence , where  is the initial cycle and  is a 
handle for . The order of handle additions in construction of  corresponds to 
their positions in the sequence (that is,  is added to  first; and  is added as the last to 
the currently constructed graph). A handle  for   can 
be assigned a cycle  if the input graph  is connected. The cycle  consists of the 
sequence of vertices on a path connecting  and  in a graph before the addition of  
followed by vertices . Specially, it is defined that . The following 
lemma is important for the design of the algorithm. 
Lemma 2 (two paths existence). Let  be a bi-connected graph and let  
and , where  are pair-wise distinct, be two pairs of vertices. Then either 
the first or the second of the following claims holds: 
a. There exist two vertex disjoint paths  and  such that they connect  with  and  

with  in  respectively. 
b. There exist two vertex disjoint paths  and  such that they connect  with  and  

with  in  respectively.  
Notice that the above lemma states that individual vertices in the input pair of vertices are 
indifferent with respect to connecting by vertex disjoint paths. 
Proof.  The idea of the proof is to proceed inductively according to the size of the handle 
decomposition of the graph . Let  be a handle decomposition 
of the graph . A function  is defined as follows:  if  and 
 if  for some  (  is one of the internal vertices of the handle ). 

Observe, that  is a correctly defined function. 
A given 4-tuple of vertices  is assigned a 4-tuple of integers defined using the 
function : . The mathematical induction will proceed 
according to the lexicographic ordering of the 4-tupules assigned using the function  
sorted in descending order. Several cases must be distinguished. 
Case (i): Let the 4-tuple of vertices  is assigned a 4-tuple of numbers , 
that is, all the vertices  are located within the initial cycle . Then the following 
juxtapositions of vertices , , , and  within  with respect to the positive orientation 
of the cycle can occur: , , , , 

, and  (vertices are listed according to the positive orientation of 
the cycle; there is in total  candidates for juxtapositions of  vertices; however, the 
remaining juxtapositions are isomorphic to the listed ones using a rotation along the cycle). 
In all the cases either the claim (a) or the claim (b) holds. See Fig. 4 for detailed case analysis 
– for example in the juxtaposition ,  should be connected in positive 
orientation with  and  should be connected in negative orientation with . 
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Fig. 4. An illustration of the existence of two vertex disjoint paths connecting two pairs of vertices 
in a bi-connected graph. The figure illustrates the case analysis from the proof of Lemma 2 
which states that there exist two vertex disjoint paths  and  connecting a pair of vertices 

 and  with a pair of vertices  and  in a bi-connected graph . The proof proceeds as 
mathematical induction according to the size of the handle decomposition of the graph . 
Case (ii): Let the 4-tuple of vertices  is assigned a sorted 4-tuple  
where . Using the interchangeability of vertices , , , , it is 
possible to suppose that  without loss of generality. Let 

, then there exists a path  connecting  and  consisting of the 
internal vertices of . Since the sorted 4-tuple  is 
lexicographically strictly less than , the induction hypothesis implies that the 
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lemma holds for the 4-tuple of vertices , , ,  and the graph  without the internal 
vertices of the handle ; let this smaller graph be denoted as . That is either (a) or (b) 
holds in  Without loss of generality, suppose that (a) holds. Then there exist vertex 
disjoint paths  and  connecting  with  and  with  in  respectively. The path  
is vertex disjoint with  and it shares exactly one vertex  with . Let  be a path formed 
by the concatenation of  with  (the vertex  is used only once) and let . Then  
and  are vertex disjoint paths substantiating the claim (a) for 4-tuple of vertices , , , 

 in . See Fig. 4 for detailed illustration of the case. 
Case (iii): The next case is that the 4-tuple of vertices  is assigned a sorted 4-
tuple  where . Again using the interchangeability of vertices only 
some of all the case are interesting. The first case is that  and  (that is, a 
pair of vertices to connect is within the handle ) and the second case is that  
and  (that is, one vertex of a pair to connect is within the handle and the other is 
outside the internal vertices of the handle). In the first case, it is sufficient to construct a path 

 connecting  and  consisting of the internal vertices of   and a path  connecting  
and  in  (  is a connected graph). The constructed paths  and  are vertex disjoint and 
hence they substantiate the claim (a) of the lemma. In the second case, it is necessary to 
distinguish between two juxtapositions of  and  within  with respect to the positive 
orientation of the handle:  and . In the case of juxtaposition , a path  
connecting  and  and a path  connecting  and  are constructed (with the exception 
of  and  only the internal vertices of  are used). The second juxtaposition just 
interchanges  and . The sorted 4-tuple  is 
lexicographically strictly less than , hence the lemma holds for the 4-tuple of 
vertices , , ,  in the graph . Without loss of generality suppose that the case (a) 
holds; that is, there exists a path  that connects  with  in  and a path  that connects 

 with  in  while  and  are vertex disjoint. Observe, that  and  are vertex disjoint 
as well. It is sufficient to set a path  to be a concatenation of  and  and a path  to be a 
concatenation of  and . Then  and  are the paths substantiating the claim (a) of the 
lemma for the 4-tuple of vertices , , ,  in . Again, see Fig. 4 for the detailed 
illustration of the case. 
Case (iv): Let the 4-tuple of vertices  is assigned a sorted 4-tuple  
where . Without loss of generality, suppose that . Then the following 
interesting juxtapositions of vertices , , and  within the handle  with respect to the 
positive orientation can occur: , , and  (interchangeability of  
and  is used to rule out the second half of juxtapositions). All the cases can be treated in the 
same way, thus it is sufficient to show only one case – for example the case of . Let  
be a path connecting  and  consisting of the internal vertices of the handle . Next, let  
be a path connecting  with  that uses internal vertices of the handle  and the vertex . 
Let  be a path connecting  and  in  (such a path exists since  is a connected graph). 
Observe, that  is vertex disjoint with  as well as with . Thus, if  is set to be a 
concatenation of  and , then  and  substantiate the claim (a) of the lemma for the 4-tuple 
of vertices , , ,  and the graph . Again, see Fig.4 for illustration of the case. 
Case (v): The last case occurs if a sorted 4-tuple  where  is assigned to the 4-
tuple of vertices . This case reduces to the case with all the vertices of the input 
4-tuple located within the original cycle of the handle decomposition. However, instead of 
the original cycle a cycle  should be used.  
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4.2 Pseudo-code of the BIBOX algorithm 
Several primitives are introduced to express the BIBOX algorithm in an easier way. Except 
functions  and  there is a function  that represents the current arrangement of 
pebbles in the graph. Additionally, there are functions , , 
and  which are generalized inverses of , , and  respectively with the 
symbol  is used to represent an unoccupied vertex (that is,  and 

 if ). Next, each undirected cycle appearing in the handle 
decomposition of the input graph is assigned a fixed orientation. Let  be an undirected 
cycle (a set of vertices of the cycle), then the orientation of  is expressed by functions  
and  where  for  is the vertex following  (with respect to positive 
orientation) in the cycle  and  is the vertex preceding  (with respect to positive 
orientation). The orientation of a cycle given by  and  is respected as well when 
vertices of the cycle are explicitly enumerated in the code. Auxiliary operations Lock  and 
Unlock  locks or unlocks a set of vertices . Each vertex of the input graph is either locked 
or unlocked. The state of a vertex is used to determine whether a pebble can move into a 
vertex. Typically, a pebble is not allowed to enter a locked vertex (see the pseudo-code for 
details). Finally, there is assumed a potentially infinite sequence of functions  
which finite prefix is used to form a solution. Actually, these variables are not needed to be 
stored in the memory; the output solution can be directly printed to the output. For 
convenience, several variables such as those representing handle decomposition are global; 
that is, they are shared among all the functions and procedures in the pseudo-code. 
It is assumed that for the number of pebbles it holds that , where  (that is, 
there are exactly two unoccupied vertices in the graph ). Furthermore, it is required for the 
successful progression of the algorithm that the unoccupied vertices within the goal 
arrangement are located in the first two vertices of the original cycle (according to the 
positive orientation) of the handle decomposition. This requirement is treated by a function 
Transform-Goal and a procedure Finish-Solution. The function Transform-Goal determines two 
vertex disjoint paths from unoccupied vertices in the goal arrangement to first two vertices 
in the original cycle of the handle decomposition. Since the unoccupied vertices are 
indifferent, it does not matter what unoccupied vertex is associated with the first or with the 
second vertex of the initial cycle. Thus, preconditions of Lemma 2 are satisfied and hence the 
existence of mentioned two vertex disjoint paths is ensured. 
The goal arrangement is changed by the function Transform-Goal so that finally unoccupied 
vertices are located in the original cycle. This is done by shifting pebbles within the goal 
arrangement along the two determined paths. After the modified instance is solved, the 
function Finish-Solution moves unoccupied vertices back to their goal positions given by the 
original unmodified goal arrangement. This final placement of unoccupied vertices is done 
by shifting pebbles along the two paths determined by the function Transform-Goal in the 
opposite direction. 
Several upper level primitives are exploited by the BIBOX algorithm. It is possible to make 
any vertex unoccupied in a connected graph (especially in a bi-connected graph). The 
process of making a given vertex unoccupied is implemented by a procedure Make-
Unoccupied. Let  be a vertex to be made unoccupied. A path  connecting  and some of the 
unoccupied vertices avoiding the locked vertices is found. Then pebbles along the path  
are shifted using swapping pebbles towards the currently unoccupied vertex. 
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An operation of swapping pebbles itself is implemented using a procedure Swap-Pebbles-
Unoccupied. The procedure moves a pebble into a neighboring unoccupied vertex and the 
next member  of the output solution sequence is constructed together with the update of 
functions  and  according to the new arrangement of pebbles. 
 

Algorithm 1. The BIBOX algorithm. It solves a given pebble motion problem on a non-trivial 
bi-connected graph with exactly two unoccupied vertices. The algorithm proceeds 
inductively according to the handle decomposition of the graph of the input instance. The 
two unoccupied vertices are necessary for arranging pebbles within the original cycle of the 
handle decomposition. 
 
function BIBOX-Solve  : pair 

/* Top level function of the BIBOX algorithm; solves 
a given problem of pebble motion on a graph. 
Parameters:  - a graph modeling the environment, 

 - a set of pebbles, 
 - a initial arrangement of pebbles, 
 - a goal arrangement of pebbles. */ 

1: let  be a handle decomposition of   
2:  Transform-Goal  
3:  
4:  
5: for  do 
6:  if  then 
7:   Solve-Regular-Handle  
8: Solve-Original-Cycle 
9: Finish-Solution  
10: return  
 
procedure Solve-Regular-Handle  

/* Places pebbles which destinations are within a 
handle ; pebbles placed in the handle  are finally 
locked so they cannot move any more. 
Parameters:   – the index of a handle */ 

1: let   
/* Both unoccupied vertices must be located 
outside the currently solved handle. */ 

2: let  such that  
3: Make-Unoccupied  
4: Lock  
5: Make-Unoccupied  
6: Unlock  
7: for  do 
8:  Lock  

          /* A pebble to be placed is outside the handle . */ 
9:  if ) then 
10:   Move-Pebble  
11:   Lock  

Handle decomposition 
  

 

 

 

Pebble  is
outside ; move  to . 

 

 

 

 

Bi-connected  
remainder 

Pebble  is inside 
; move  outside . 

 

 

 

 

 

Bi-connected  
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12:   Make-Unoccupied  
13:   Unlock  
14:   Rotate-Cycle+  

/* A pebble to be placed is inside the handle . */ 
15:  else 
16:   Make-Unoccupied   
17:   Unlock  
18:    
19:   while  do 
20:    Rotate-Cycle+  
21:     
22:   Lock  
23:   let  
24:   Move-Pebble  
25:   Lock  
26:   Make-Unoccupied  
27:   Unlock  
28:   while  do 
29:    Rotate-Cycle  
30:     
31:   Unlock  
32:   Lock  
33:   Move-Pebble  
34:   Lock  
35:   Make-Unoccupied  
36:   Unlock  
37:   Rotate-Cycle+  
38: Lock  
 

procedure Solve-Original-Cycle 
/* Places pebbles which destinations are within the original 
cycle;it is assumed that unoccupied vertices of the goal 
arrangement of pebbles are located within the original cycle. */ 

1: let  and  such that  
2:  let  

/* According to the assumption on the goal arrangement 
it holds that  and . */ 

3:  for  do 
4:  Make-Unoccupied ) 
5:  Lock ) 
6:  Make-Unoccupied ) 
7:  Unlock ) 
8:  if  then 
9:   Exchange-Pebbles   
10: Make-Unoccupied ) 
11: Lock ) 
12: Make-Unoccupied ) 
13: Unlock ) 
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procedure Exchange-Pebbles  
/* Exchanges a pair of pebbles within the initial 
cycle of the handle decomposition. 
Parameters:  - a pair of pebbles to be exchanged, 

 - a pair of neighboring vertices where 
 is used as a storage space. */ 

1:  
2: Make-Unoccupied  
3: Swap-Pebbles-Unoccupied  
4: while  do 
5:  Rotate-Cycle+  
6: Swap-Pebbles-Unoccupied  
7: Lock  
8: Make-Unoccupied  
9: Unlock  

/* Subsequent rotation must use  
as the unoccupied vertex. */ 

10: Lock  
11:  
12: while  do 
13:  Rotate-Cycle+  
14:   
15: Swap-Pebbles-Unoccupied  
16: Unlock  
17: Make-Unoccupied  
18: Swap-Pebbles-Unoccupied  
19: Swap-Pebbles-Unoccupied  
20: Swap-Pebbles-Unoccupied  
21: Unlock  
22: Lock  
23: while  do 
24:  Rotate-Cycle  
25:   
26: Swap-Pebbles-Unoccupied  
27: while  do 
28:  Rotate-Cycle+  
29: Swap-Pebbles-Unoccupied  
30: Unlock  
 

procedure Make-Unoccupied  
/* Makes a vertex  unoccupied while locked 
vertices remain untouched. 
Parameters:  - a vertex to be made unoccupied. */ 

1: let  such that  and  is not locked 
2: let  be a (shortest) path 
3:          connecting  and  in  not containing locked vertices 
4: for  do 
5:  Swap-Pebbles-Unoccupied  
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procedure Move-Pebble  
/* Moves a pebble  into a vertex  avoiding locked vertices. 
Parameters:  - a pebble to move, 

 - a target vertex.*/ 
/* complexity issues impose special selection of   */ 

1: let  be a path 
2:  connecting  and  in  not containing 
3:  locked vertices such that an alternative vertex 
4:  disjoint path   
5:  not containing locked vertices exists 
6: for  do 
7:  Lock  
8:  Make-Unoccupied  
9:  Unlock   
10:  Swap-Pebbles-Unoccupied   
 

procedure Rotate-Cycle+  
/* Rotates pebbles in a cycle  in the positive direction; 
the vertex locking mechanism allows to select which one of 
unoccupied vertices should be used. At least one unlocked 
unoccupied vertex must be located in . 
Parameters:  - a cycle to rotate. */ 

1: let  such that  and  is not locked 
2: for  do 
3:  Swap-Pebbles-Unoccupied )  
4:    

procedure Rotate-Cycle  
/* Rotates pebbles in the cycle  in the negative direction; 
again an unoccupied vertex to use can be selected by the 
vertex locking mechanism. At least one unlocked 
unoccupied vertex must be located in . 
Parameters:  - a cycle to rotate. */ 

1: let  such that  and  is not locked 
2: for  do 
3:  Swap-Pebbles-Unoccupied )  
4:   
 

procedure Swap-Pebbles-Unoccupied   
/* Swaps pebbles in vertices  and ; 
vertex  is supposed to be unoccupied. 
Parameters:  – vertices in which pebbles 
are swapped. */ 

1:  
2:  
3:  
4:  
5:  
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The next important process is moving a pebble into a given target vertex. This is 
implemented by a procedure Move-Pebble. Let a pebble  is moved to a vertex . A path  is 
found such that is connects vertices  (which is a vertex currently occupied by ) and  
and there exists an alternative vertex disjoint path  connecting the same pair of vertices. 
The existence of the alternative is ensured by Lemma 2. Indeed, the proof of Lemma 2 
provides the construction such a path. Parameters of the lemma should be set as follows:  
is ,  is a neighboring vertex to  in the same bi-connected component,  is , and  
is a neighboring vertex to  in the same bi-connected component (it can be determined 
which of the neighboring vertices belong into the same bi-connected component from the 
knowledge of the handle decomposition). Vertex disjoint paths  and  resulting from 
Lemma 2 together with edges  and  form the required  and . In case (a): 

 and ; in case (b):  and . 
Subsequently, edges of  are traversed in the following way. The first vertex of the edge is 
locked so paths to be searched must avoid this vertex. An invariant holds, that  is located 
in the first vertex of the edge at the beginning of each traversal step and thus it cannot move. 
Then the second vertex of the edge is made unoccupied (the alternative path  is used for 
this task); the first vertex of the edge is unlocked and the pebble  is moved to the second 
vertex of the edge which is now unoccupied. 
The last basic operation exploited by the algorithm is a rotation of pebbles along a cycle. 
This operation is implemented by procedures Rotate-Cycle+ and Rotate-Cycle . The former 
rotates pebbles in the positive direction and the latter rotates pebbles in the negative 
direction. It supposed the at least one vertex in the given input cycle is unoccupied. The 
rotation is done using an unlocked unoccupied vertex located in the cycle. 
During movement of an unoccupied vertex and during movement of a pebble to another 
vertex, the arrangement of pebbles located in vertices that are locked is preserved while the 
arrangement of pebbles located in unlocked vertices is generally not preserved. This 
behavior helps to control finished parts of the goal arrangement. On the other hand, moving 
pebbles must be done in a precise way so that required unlocked paths always exist. 
The process of placing pebbles according to the given goal arrangement will be described 
now using the primitives discussed above. Pebbles, which goal positions are within the 
currently solved handle, are placed in a stack like manner. This process is carried out by a 
procedure Solve-Regular-Handle (iteration through the handle is at lines 7-37). Let 

 for  be a current handle. Suppose that a pebble which 
goal position is in  for , that is a pebble , is processed in the current 
iteration. Inductively suppose that pebbles , ,…,  are located in 
vertices , ,…,  respectively. An analogical situation for the next pebble 

 must be produced at the end of the iteration. 
The pebble  is moved to the vertex  and then the cycle  is positively rotated 
once which causes that the pebble  moves to  and pebbles 

, ,…,  plunge in the cycle so that they are located in , 
,…, . The described process represents one iteration of stacking pebbles into the 

handle . However, the process is not that easy. At least, two major cases must be 
distinguished within this process. In both cases, the first step is that internal vertices of the 
handle  are locked (line 8 of Solve-Regular-Handle). 
If the pebble  is not located in the internal vertices of the handle  (line 9-14 of Solve-
Regular-Handle), it is just moved to . This is possible since an invariant holds that both 
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unoccupied vertices are located outside the internal vertices of the handle and the graph 
without the internal vertices of the handle is connected. This holds at the beginning, since 
both unoccupied vertices are explicitly moved outside the handle  (lines 2-6 of Solve-
Regular-Handle) and it is preserved through all the iterations. Observe that these movements 
do not affect pebbles already stacked in the handle. The pebble  is fixed in  by 
locking  and then an unoccupied vertex is moved to  which makes the rotation of the 
cycle  possible. The positive rotation of  finishes the iteration. 
If the pebble  is already located in some of the internal vertices of the handle  
(lines 15-37 of Solve-Regular-Handle), the above process is reused but it must be preceded by 
getting the pebble  outside the handle. Notice, that it is not possible for the pebble 

 to intermix with already stacked pebbles , ,…, . The 
vertex  is made unoccupied and the cycle  is positively rotated until the pebble 

 gets outside the internal nodes of ; that is,  appears in . This series of 
rotations preserves the order of the already stacked pebbles. To restore the situation 
however, the cycle must be rotated back the same number of times. A vertex  outside the 
already finished part of the graph (that is outside  and outside  for ) is selected; 
the pebble  is moved into  and it is fixed there by locking. The vertex  is made 
unoccupied again since the preceding process may move some pebble into it (this is possible 
since  alone cannot rule out the existence of a path from an unoccupied vertex to  in the 
bi-connected graph; there is always an alternative path). The cycle is rotated back so that 
inductively supposed placement of , ,…,  is restored. The 
situation is now the same as in the previous case with  outside the handle. 
After the last iteration within the handle  it holds that the pebbles 

, ,…,  are located in vertices , ,…,  respectively. 
Moreover it holds that unoccupied vertices are both outside the internal vertices of . Thus, 
the solving process can continue with the next handle in the same way while the already 
solved handles remain unaffected by subsequent steps. Notice, that only one unoccupied 
vertex is sufficient for stacking pebbles into handles. 
The initial cycle  of the handle decomposition must be treated in a different way. Here, the 
second unoccupied vertex is utilized. An arrangement of pebbles within  can be regarded 
as a permutation. The task is to obtain the right permutation corresponding to the goal 
arrangement. This can be achieved by exchanging several pairs of pebbles. More precisely, if 
a pebble residing in a vertex of  differs from a pebble that should reside in this vertex in 
the goal arrangement, this pair of pebbles is exchanged. The process is implemented by a 
procedure Solve-Original-Cycle and by auxiliary procedure Exchange-Pebbles for exchanging a 
pair of pebbles. 
The procedure Exchange-Pebbles expects that first two vertices of the initial cycle are 
unoccupied in the current arrangement. However, the function generally does not preserve 
this property. Hence, the vacancy of the first two vertices of the initial cycle must be 
repeatedly restored (lines 4-7 and 10-13 of Solve-Original-Cycle). The process of exchanging a 
pair of pebbles  and  itself exploits a pair of vertices  and  which are connected by an 
edge and . The vertex  is used as a storage place. The need of two 
unoccupied vertices is imposed by the fact that a pebble from  to be stored in  must be 
rotated into  first. During this process, some vertex of the cycle must be unoccupied to 
make the rotation possible and the vertex  must be unoccupied as well to make storing 
possible. 
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When exchanging the pair o pebbles  and  it is necessary to preserve ordering of the 
remaining pebbles. First, a pebble occupying the vertex  is moved into the cycle  in order 
to make  vacant (lines 1-3 of Exchange-Pebbles). Then the cycle is rotated until the pebble  
appears in  (since there was a pebble in  at the beginning of the rotation, there is always 
some pebble in  after all the rotations) and the pebble  is stored in  (lines 4-6 of Exchange-
Pebbles). Next, the cycle  is rotated positively so that  appears in  (the next 
vertex to  with respect to the positive orientation) while the number of rotations is 
recorded (lines 7-14 of Exchange-Pebbles). However, the second unoccupied vertex must not 
interfere with counting of rotations, thus it is located  at the beginning (that is, 
outside the sequence of pebbles between  and  which length is being counted in fact) and 
then moved to  in the positive direction (the movement of the second 
unoccupied in the negative direction is not possible here, since  is locked at the moment). 
At this moment, pebbles  and  are exchanged using two unoccupied vertices so that 
ordering of  in the cycle  is the same as of  before the exchange (lines 15-20 of Exchange-
Pebbles). Then, the cycle is rotated in the negative direction recorded number of times so that 
place within the cycle where  was originally ordered appears in ; thus  is ordered here 
(lines 21-26 of Exchange-Pebbles). Finally, the pebble that was located in  before the 
exchange of pebbles  and  has been commenced is put back into  (lines 27-30 of Exchange-
Pebbles). Since the process of exchange of a pair of pebbles is quite complicated, the detailed 
case analysis is given within the proof of correctness of the process in (Surynek, 2010c). 

4.3 Summary of properties of the BIBOX algorithm 
Several theoretical properties of the BIBOX algorithm regarding the time and space 
complexity are summarized in the following propositions. Propositions are presented 
without proofs. The detailed proofs can be found in (Surynek, 2010c). Nevertheless,  it can 
be briefly stated that the algorithm is polynomial in all the aspects. 
Proposition 2 (BIBOX - soundness and completeness). The BIBOX algorithm is sound and 
complete. That is, the algorithm always terminates and produces a solution of a given input 
instance of the problem of pebble motion on a graph .  
Proposition 3 (BIBOX – worst case time complexity). The worst case time complexity of the 
BIBOX algorithm is  with respect to an input instance of the problem pebble motion 
on a graph .  
Proposition 4 (BIBOX – makespan of the solution). The makespan of a solution in the worst 
case produced by the BIBOX algorithm (that is, the number ) for an input instance of the 
problem of pebble motion on a graph  is .  
Proposition 5 (BIBOX – worst case space complexity). The worst case space complexity of 
the BIBOX algorithm is  with respect to an input instance of the problem pebble 
motion on a graph .  

4.4 Extensions and the real-life Implementation 
The natural question is how to apply the BIBOX algorithm if there are more than two 
unoccupied vertices in input instance (that is, ). The algorithm can be used 
directly if the graph is filled by dummy pebbles. The instance with dummy pebbles is 
solved by the algorithm as it is and finally movements of dummy pebbles are filtered out 
from the solution in an additional post-processing step. An adaptation of the solving 
algorithm for sparse instances of the pebble motion problem is out of scope of this chapter. 
Nevertheless, a straightforward adaptation is to replace the non-deterministic selection of an 
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unlocked unoccupied vertex (such as that at line 1 of Make-Unoccupied) by the selection of 
the most promising one. For example, an unlocked unoccupied vertex that is nearest to the 
vertex that is to be made unoccupied can be selected. 
Some further optimizations should be used in the real-life implementation to reduce the 
makespan of the produced solution. Various preconditions are explicitly enforced in order 
to make the presented pseudo-code simpler (for example, the precondition of having first 
two vertices of the initial cycle of the handle decomposition unoccupied before a pair of 
vertices is exchanged within the cycle - lines 4-6 of Solve-Original-Cycle). This approach 
should be avoided and a lazier approach should be adopted in the real-life implementation 
(in the case of exchanging pebbles, locations of unoccupied vertices should be detected 
implicitly in subsequent steps by more sophisticated branching of the code). 
The real-life implementation of procedures Solve-Regular-Handle and Solve-Original-Cycle 
should use opportunistic selection of vertices to store pebbles (vertex  - line 23 of Solve-
Regular-Handle and vertices ,  - line 1 of Solve-Original-Cycle). The nearest vertex to the 
target pebble should be always selected. Moreover, selection of these vertices within the 
procedure Solve-Original-Cycle should be done not only at the beginning but also in every 
iteration of its main loop. 

5. Improving makespan by increasing parallelism 
This section is devoted to a method for increasing parallelism of solutions. In fact, this 
method represents a major technique how to utilize parallelism allowed by the definition of 
the problem of multi-robot path planning. The presented algorithm does not utilize the 
possibility of parallel movements. It solves the problem of pebble motion on a graph in fact. 
The method presented below is intended as a post-processing technique that should be 
applied on a solution produced by the BIBOX algorithm. 
Definition 5 (sequential solution).  A solution  of multi-robot path 
planning problem  is called sequential (  is the 
length of the solution) if for each   there exists   such that 

 and  for each  (at time step  a robot  
is moved; all the other robots do not move at the time step).  
A move of a robot  from a vertex  to a vertex  will be denoted using the notation . 
The sequential solution of multi-robot path planning problem can be equivalently 
represented as a sequence of moves of the form . That is, a sequence 

 determines sequential solution (  are variables with 
the domain ;  are constants). Notice, that  for each  which is 
ensured by the definition of the sequential solution. In other words, a solution is sequential 
if there is just one move at each step. This, however, may prolong makespan significantly, 
which is not desirable. 
Suppose a sequential solution  of an instance 
of multi-robot path planning . This form of the 
solution of the problem will be more convenient for reasoning about the possible 
parallelism. The following definitions refer will to . 
Definition 6 (interfering moves). A move ;  is interfering with a 
move ;  if .  
Typically, interfering moves cannot be executed in parallel. However, the situation is not so 
straightforward. Following definitions are trying to capture which pairs of interfering 
moves can be undoubtedly executed in parallel and which not. 
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Definition 7 (potentially concurrent moves). A move ;  is 
potentially concurrent with a move ;  with  if ,  

, and there is no other move  in  such that  interfering with 
 or . The notation is that .  

The definition captures the fact that although the moves are interfering they can be executed 
at the same time step according to the definition of a solution of the instance of multi-robot 
path planning problem. The relation of potential concurrence is anti-reflexive due to the 
requirement on different robots involved ( ) and anti-symmetric due to the ordering of 
moves within the sequential solution ( ). 
Definition 8 (trivially dependent moves). A move ;  is trivially 
dependent on a move ;  with  if these moves are interfering, 

 or , and there is no other move  in  such that 
 interfering with  or . The notation is that 

.  
The definition captures the fact that trivially dependent moves cannot be executed at the 
same time step. Notice, that the condition  or  is the negation of the 
condition  and  from the definition of the potential concurrence. 
Observe that, when  (interfering moves), the condition 

 can be equivalently expressed as a disjunction of several cases as follows: 
 or  or  or  or 
 (original and target vertices of each move are different; thus, each of the 

conjunctions defines the situation unambiguously with respect to involved vertices). 
Observe, that none of the cases is actually possible if  and with no middle move 

 allowed. The relation of trivial dependence of moves is reflexive and anti-
symmetric due to the ordering of moves within the sequential solution ( ). 
The notions of potential concurrence and trivial dependence are to be used as building 
blocks of a process that constructs parallel solution of the instance of the problem of multi-
robot path planning. 
Proposition 6 (execution order). Let each move of a sequential solution  is assigned a 
time step of its execution by a function . Let  satisfies the 
following constraint: if then  and if 

 then . Then a standard (parallel) 
solution  constructed from  using the function  forms a (correct) solution of  
(sequence of arrangements of robots in  reflects changes induced by moves at time 
steps determined by the function ).  
Proof. The proof will proceed by induction according to the length of the sequential solution 

. If the sequence  consists of a single element, the proposition holds. Suppose 
that  is of non-trivial length. From induction 
hypothesis, the proposition holds for the sequence of moves 

. In other words, there is a function  
such that it determines a correct parallel solution of an instance  which is almost the same 
as  except the goal arrangement which differs by the last move . 
If there is some move  with  such that  is trivially dependent on 
it, then  should satisfy that . Properties of trivial dependency 
ensure that execution of  after  does not violate correctness of the 
solution. 
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If there is some move  with  such that  is potentially concurrent 
with it, then  should satisfy that . The relation of potential 
concurrence ensures that execution of  at the same time step or after the time step 
with  does not violate correctness of the solution. 
Let for . The function will be defined for the 
last element of  specially to satisfy above inequalities with respect to all the trivially 
dependent and potentially concurrent moves with respect to . Let 

 be the time step assigned to the last 
trivially dependent move. Similarly, let 

 be the time step assigned to the last potentially concurrent move. Let 
. The function  defined as above satisfies the proposition.  

The parallelized solution will be constructed according to Propopsition 6. To obtain small 
makespan and high parallelism of the solution, low execution times for execution should be 
assigned to the individual moves. Thus, it is recommended to assign the time step for the 
execution of the newly added move in the proposition as follows: 

. 
The process is formalized in pseudo-code as Algorithm 2. The method described above is 
also known as critical path method in different contexts (Russel & Norvig, 2003). The 
algorithm consists of three functions: Increase-Parallelism, Earliest-Execution-Time , and 
Earliest-Execution-Time . The main framework of the algorithm is represented by the 
function Increase-Parallelism. The function successively includes moves into the constructed 
parallel solution while trivial dependency and potential concurrence with respect to already 
included moves is calculated. The function is build over the array step which is indexed by 
time steps. The cell step  contains a set of moves that are to be executed at the time step . 
Functions Earliest-Execution-Time  and Earliest-Execution-Time  calculates earliest execution 
time for the newly included move with respect to already included trivially dependent 
moves and potentially concurrent moves. 

 
Algorithm 2. The parallelism increasing algorithm. The algorithm produces a parallelized 
solution of an instance of multi-robot path planning problem from the given sequential 
solution. The idea of the algorithm is inspired by the critical path method (Russel & Norvig, 
2003). 
function Increase-Parallelism  : pair 

/* A function for producing standard solution of 
multi-robot path planning problem instance from the 
sequential one. 
Parameters:  - a sequential solution of , 
   - a initial arrangement of robots. */ 

1: let  
2: step  
3:  
4: for  do 
5:   Earliest-Execution-Time  
6:   Earliest-Execution-Time  
7:   
8:  step   step  
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9:   
10:  
11:  
12: for  do 
13:  for each  step  do 
14:    
15:     
16: return  
 

function Earliest-Execution-Time  : integer 
/* Calculates earliest execution time for a given move 
with respect to the relation of trivial dependency. 
Parameters:  - a move for that 

a time step is calculated, 
 – currently last time step. */ 

1: for  do 
2:  for each  step  do 
3:   if  then 
4:     return  
5: return  
 

function Earliest-Execution-Time  : integer 
/* Calculates earliest execution time for a given move 
with respect to the relation of potential concurrence. 
Parameters:  - a move for that 

a time step is calculated, 
 – currently last time step. */ 

1: for  do 
2:  for each  step  do 
3:   if  then 
4:     return  
5: return  
 
Proposition 7 (increasing parallelism). The algorithm for increasing parallelism has the 
worst case time complexity of  for the input sequential solution 

. The worst case space complexity of the algorithm is 
.  

Proof. Each call of Earliest-Execution-Time  and Earliest-Execution-Time  requires time of 
. Both functions are called  times, thus the overall worst case time 

complexity is . A space of the size  is required to store the input 
sequential solution . A space of the same size is necessary for storing the array step.  

6. Discussion and conclusions 
The graph theoretical abstraction of the problem of path planning for multiple robots has 
been introduced in this chapter. The abstraction consists in modeling the environment 
where robots are moving as an undirected graph with vertices standing for locations and 
edges representing an unblocked way from one location to another. At most one robot is 
placed in each vertex and at least one vertex remains unoccupied to allow robots to move. 
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The solving algorithm called BIBOX has been shown. It can be used to solve instances of the 
problem over bi-connected graphs with at least two unoccupied vertices. The algorithm 
produces a solution of the cubic makespan with respect to the number of vertices of the 
input graph. The technique how to increase the parallelism and consequently the makespan 
of solutions has been also presented. A more sophisticated algorithm called BIBOX-  has 
been developed in (Surynek, 2010c). It is again designed for solving multi-robot path 
planning over bi-connected graphs. Contrary to the BIBOX algorithm, it suffices with just 
one unoccupied vertex.  
There are still some open questions for the future work. The method represented by the 
BIBOX algorithm is suitable for instances with relatively small number of unoccupied 
vertices where there is high probability of collisions. On the other hand there exists methods 
suitable for instances with lot of unoccupied space (Wang & Botea, 2008; Wang, 2009). These 
methods are based on search for shortest paths between initial and goal positions of 
individual robots. Eventual collisions between robots are resolved by search for alternative 
paths. The interesting question is under what circumstances one or the other of these two 
approaches is more advantageous. 
Another interesting question regarding the complexity of the optimization variant of the 
multi-robot path planning problem is whether it is possible to construct a solution with the 
makespan constant time worse than the optimum in pseudo-polynomial time (= polynomial 
time with respect to the size of the input and the given constant). 
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1. Introduction

Researchers generally agree that multi-robot systems have several advantages over
single-robot systems (E. Parker & Tang, 2006). The most common motivations for developing
multi-robot system solutions are that:

1. The task complexity is too high for a single robot to accomplish.

2. The task is inherently distributed.

3. Building several resource-bounded robots is easier than having a single powerful robot.

4. Multiple robots can solve problems faster using parallelism.

5. The introduction of multiple robots increases robustness through redundancy.

The box-pushing problem, as defined in (Gerkey &Mataric, 2002), consists to cooperatively
move a box, relatively large when compared to the size of the robots, from an initial position
to another goal location using robots that can only make pushing movements.
This problem has many practical applications, among them we can emphasize the next ones:

– Rescue of people.

– Carrying out dangerous works.

– Automatization of industrial processes.

– Carrying out attendance works.

– Movement of heavy objects.

Nevertheless, the most motivating aspect of this problem is that it represents an interesting
challenge for the development of coordination schemes in multiagent systems. Indeed, the
displacement of the object cannot be realized if cooperation between the different members of
the community does not exist.
The box-pushing problem is related to the well-known “Piano Mover’s Problem”(Schwartz &
Sharir 1983) (Gerkey et al., 1995): given an arbitrary rigid polyhedral environment, find a
continuous collision-free path taking this object from a source configuration to a desired
destination configuration. In the box-pushing problem, the object Bmust be moved by N mobile
robots toward the goal position T, with pushing movements only. Then the fundamental
research problem is to design the appropriate control laws in order to obtain the desired global
behavior by the community of robots (Figure 1). It was shown (Reif, 1979) that this problem
is PSPACE-hard, which implies NP-hard.
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Fig. 1. Basic scheme of the “box-pushing” problem.

The object transportation task made by a cooperative community of several mobile robots
involves different problems, for example: collisions avoidance, stable manipulations, path
planning for robots and for the object, etc. In the most complex cases robots will have to
manipulate the object and to change not only their position, they will have to change also their
orientation in order to be able to move the object in the narrower places of the environment.
In this chapter we review some of the outstanding works that has been done in the area and
we present a new strategy (collisions avoidance, stable manipulations, object path planning,
etc.) to solve this problem. The solution that we design was inspired from the wavefront
algorithm but includes certain original considerations which help to obtain trajectories that
facilitate the movement of the object by unspecialized robots.

2. Related work

At present, there exist several approaches to the object transportation problem by a
community of mobile robots. For example, some works have been developed so all
communication needs are omitted and replaced by behavioral mechanisms based on
local information (Yamada & Saito, 2001), on the other hand, there are works in which
the communication is fundamental to improve the behavior of multi-robot systems
(Muñoz Melendez & Drogoul, 2004).
There are some well-known strategies like the “Object closure” (Wang & Kumar, 2002;
Guilherme A. S. et al., 2002) where the object position can be controlled by a team of robots
that surround the object, so the box position will be controlled by the movement of each robot
that surrounds and pushes the object. Another common approach is the “Pusher-Watcher”
(Gerkey & Mataric, 2002; Kovac et al., 2004) where a robot (watcher) beholds the movement
of the object, while coordinating the operations of the robot team (pushers) that physically
manipulate the box.
Some recent works use the “swarm intelligence” model, (Li & Chen, 2004) where
self-organized systems of homogeneous robots are built around simple behaviors, obtaining
a decentralized and intelligent global behavior. Also, some approaches are based on Artificial
Intelligence tools, as the reinforcement learning or “Q-Learning” (Wang & W. de Silva,
October 2006). For more complex task of manipulation, some authors propose the use of
specialized robots in manipulation tasks (Gupta & Huang, 2003; Inoue et al., 2007).
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Fig. 2. Path example for moving an object from a starting point to another final.

The proposed strategy in this document obtains a feasible path for the object, computing a
discrete representation of the configuration-space (C-space). There exist some works using a
similar approach (Gene et al., 2005; Jed et al., 1990; MIYOSHI et al., 2008), but in addition, our
strategy focus in obtaining a feasible path for the object, such the displacements (maneuvers
or reconfigurations) of the pushing robots around it is kept to a minimum.

3. Object path planner

The path planning problem can be defined as follows: given an initial and a final
configurations, find a feasible continuous collision free trajectory between them (Figure 2).
Path planning algorithms are responsible for maintaining many essential aspects of plausible
agent behavior, including collision avoidance and goal satisfaction. Path planning also
consumes a significant part of the computation time for many simulations, particularly in
highly dynamic environments where most of the agents are moving at the same time.
The main objective of this work is to compute trajectories for objects that will be moved by
communities of not specialized mobile robots in cluttered environments1. The fundamental
contribution is the development of new solving strategies for the collision-free path-planning
problem for the object, that take into account some criteria in order to allow the robots to carry
out the task precisely and faster.
When using unspecialized robots, each change of direction during the displacement of the
box requires that the robots modify their position around the object before starting a new
pushing movement (robot reconfiguration). These reconfigurations require certain time to
be completed; if the total number of reconfigurations is small, the time required for the
displacement is improved.
In this work we will consider that robots are not specialized in manipulation tasks, in other
words, they only can push the box, but not to pull it. Therefore, it is important to obtain
trajectories for the object that, besides being a solution to the path planning problem, the
number of robot reconfigurations during the movement tend to be minimal. This is obtained

1A cluttered environment will be considered as a complex work area that contains many obstacles.
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Fig. 3. Polygonal description of the object and the obstacles in a same coordinate system.

finding trajectories that reduce the number of changes of object direction, that is to say,
trajectories that have a greater “continuity”.

4. Proposed method

The proposed approach computes a discrete representation of the configuration space
(C-space) for the box in the cluttered environment. In this representation, an heuristical search
is performed, in order to obtain a trajectory with the minimal number of changes of direction.
The main characteristics of the solution are listed below.

1. Find the shortest trajectories.

2. Look for trajectories with the smaller number of robot reconfigurations.

3. Preference to certain box rotations, in order to improve the pushing points.

The method is realized in four main stages: 1) Obtain the correct space representation from
a predefined map; 2) Find intersection between polygons (collision detection); 3) Build the
C-space in which valid positions (free of collisions) and invalid positions (collision) are split;
4) Generate the object path trajectory using alternative heuristics which reduces the robot
reconfiguration and look for the shortest paths.

4.1 Object and environment representation
The environment and the box are represented by a set of convex polygonal objects, each
described as a set of linear constraints (see Equation 1):

aix+ biy ≤ di, i = 1...Pk (1)

where Pk is the number of faces of object k and for each (ai,bi); ai �= 0 or bi �= 0.
A representative example of this polygonal representation is shown in (Figure 3).

4.2 Finding intersections between polygons (collisions)
We need a method to verify whether there is an intersection between 2 given polygons. This
can be achieved if we find at least a segment of a line which satisfies the sets of constraints of
both polygons.

294 Multi-Robot Systems, Trends and Development



Object Path Planner for the Box Pushing Problem 5

Fig. 4. A)Obtaining a segment of a line that satisfies the polygon’s restrictions. B) Example of
3 segments that satisfy both sets of constraints of the polygons.

The general concept to make this evaluation is the following one: Given a line, defined by a
point x0 and a vector −→m0, we can compute the intersection between this line and a set of linear
constraints by finding the intersection of the line with each single constraint and use them to
determine the limits of the segment (figure 4A).
To verify the intersection between two polygons we use the previous method as follows.
Given 2 polygons verify for each single constraint nix ≤ di if there is a segment on the line
nix = di (edges) which verifies both sets of constraints at the same time.
In figure 4B an example of an intersection between two polygons is shown, as we can see there
exist three edges over the constraints that satisfies the restrictions of both polygons.

4.3 C-space and wavefront algorithm
Assuming we have the mathematical representation of all the involved objects and the
capacity to identify if an intersection exist between two polygons, the following step is the
formal construction of the C-space.
From the polygonal representation of the environment, the free space has to be computed,
since the trajectory must belong to it. For this, we use a discrete representation of the
configuration space. The C-space is the set of all possible configurations that an object (even
articulated) can have in a given space (Lozano-Pérez, 1983).
Computing the precise limits of the free configurations is a difficult problem (Reif, 1979;
Reif & Sharir, 1985). A very common representation of the C-space is to consider only the
configurations on a grid, obtaining a discrete C-space. The configuration of the object is
defined by the 3-tuple (x,y,θ) that represents the degrees of freedom of the box. The pair
(x,y) is the position of a fixed point on the object, and θ is the orientation of the box and will
take values in interval [0,2π] (Figure 6) The main advantage of the C-space representation,
is that the objet is reduced to a single point (the configuration), thus simplifying the motion
planning.
Each voxel of the C-space 3D matrix represents a given configuration of the box. This matrix
is filled using the collision detection algorithm in order to obtain a binary description of both
free and occupied spaces. In the figure 5B, the binary layer corresponding to figure 5A is
presented.
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The precision of C-space is linked to the amount of configurations that were defined in the
work area (discretization resolution), nevertheless, a greater precision will not only affect the
computational times, it will also affect the storage requirements.
In order to obtain feasible trajectories, a virtual size expansion is applied to the object. Indeed,
since the object must be pushed along the whole trajectory, a minimal distance between the
object and the obstacles must be guaranteed, so the robots can always push the box suitably.
In Figure 7 an example of the virtual object expansion is shown, as we can see, before start the
calculation of the C-space, the object is expanded in such a way that the new size includes the
robots size that surround it.

Fig. 5. A) Graphical representation of the C-space when the box is rotated 10 degrees; the
positions where the box is not in collision are drawn. B) C-space binary layer that
corresponds to figure A.

Fig. 6. Configuration of the object.

Once the C-space resolution has been established, the construction is made by verifying
in each cell if a collision exist between the object and, at least, one of the obstacles of the
environment. This action is made by testing each voxel [x][y][c] of the matrix by moving the
object to the (x,y) position and rotate (c * resolution of rotation) degrees. Finally it is necessary
to apply the collision detection function in order to verify if the configuration is collision-free
([x][y][c] = 0) or if a collision exists ([x][y][c] = 1) with any obstacle.
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Fig. 7. Sample of the virtual object expansion.

Because there exists a direct relationship between solution quality and the size of the
“C-space” (bigger size allows to find more precise paths) it is important define the correct size
for the “C-space”, however, there exist also a relationship between the size of “C-space” and
computing requirements (a bigger size needs a larger number of intersect evaluations) then
we need to improve the performance of the “C-space” construction by reducing the number
of intersect evaluations in order to have better results in less time.
To reduce the number of intersect evaluations we apply a preprocessing based on the concept
of “ Bounding boxes” introduced by Cohen (Cohen et al., 1995) which basically works getting
the square of minimum area that contains the object (polygon) within it. This action allows
determine the possibility of having an intersection between two polygons and decide if is
necessary to evaluate intersections with other objects or skip this step. This preprocessing
technique has prove to perform well in practice (Suri et al., 1998) and in our tests showed his
efficiency by reducing in some cases the 50 percent of the intersections evaluations.
As a result of this step we will have a binary 3D matrix that represents the discrete C-space,
where each voxel represents if a given configuration of the object is in collision with the
environment or not.
With a 3D-grid representation of the free configurations, is natural to apply an artificial
potential field to compute the feasible paths. The wavefront algorithm is widely used for
path planning of mobile robots: The algorithm determines if a free collision trajectory exists
or not, unlike methods based on classical potential fields, the wavefront algorithm does not
have local minima and it guarantees to find the shortest path between the origin and the
destiny.

– The algorithm determines if a free collision trajectory exists or not.

– Unlike methods based on classical potential fields, the wavefront algorithm does not have
local minima.

– This method guarantees to find the shortest path between the origin and the destiny under
the chosen neighborhood criteria.

The construction of a wavefront, according to LaValle (LaValle, 2006), is made in the following
way. Suppose that the minimum common cost between each state is i, and having a set of
states organized in a wavefront, Wi. The start point of the wave front is W0 and it represents
the objective state XG. The algorithm will assign the cost of optimal move of 1 for all the
states that can be reached from W0 in a single step. The states that receive cost of 1 can be
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organized in a wavefront like W1. The unexplored neighbors of W1 will have an assigned
cost of 2. This process will be repeated from i to i + 1 until all the reachable states have been
visited. All the unreachable states will be assigned with the value of φ(x) = ∞. The optimal
cost to move from a state to another one will be calculated in time O(n), where n is the
number of reachable states.
When the wavefront is computed, the robot must follow the descendent gradient selecting
the neighboring state with the smaller cost, this process will be repeated until reaching the
objective state XG:

u∗ = argminu∈U(x)

{
φ( f (x,u))

}

whereU(x) is the set of actions (movements) neighboring to the present state x towards which
the robot can be moved. u∗ represents the following state and f (x,u) is the transition function
of action for the action u applied to the state x.

4.4 Path generation
With an artificial potential field, there exist many different solutions to the object path
planning problem. In order to find a well suited solution for the box-pushing problem
we have developed three different heuristics to find trajectories where the number of robot
reconfigurations are minimal. These strategies are based on the concept of “reaching
measure”. The reaching measure is basically the number of cells (voxels) of the C-space that
are valid (decreasing value and free) following a specific direction. The path segment with the
greatest reaching measure is used to construct the trajectory.

4.4.1 Trajectory computation with reaching measure (TCMR)
As was stated before, working with non specialized mobile robots (in pushing task) it is
necessary, along the path, to modify their position respect to the box (reconfiguration) to be
able to obtain a valid pushing position.
The reduction of robots reconfigurations throughout the trajectory, allows in first instance to
guarantee an important reduction of time, simply because the change of pushing points is a
process that needs some time to be completed. Another aspect that can be improved when
the robots reconfigurations are reduced is the increase of the precision of the movements. The
continuous movements of the robots around the box can increase the possibilities of having
collisions among them, and of course, the increase of the odometry errors by the constant
movement of the robots can affect the precision of the pushes.
Our first strategy is a greedy approach, trying to reduce as much as possible the number of
robot reconfigurations using the concept of “reaching measure”, choosing among the possible
directions of movement from a given configuration, the one which allows to move closer to
the goal configuration.
This heuristic is based on the conventional “wavefront algorithm” and works in the following
way: Once the wavefront matrix is computed, starting from initial configuration, validate all
the neighbors (north, south, east, west, up and down). If at least 2 neighbors had an smaller
value than the value of the starting point, the next step would be to measure the reach of all
the possible routes, following the direction of these neighbors. For instance, if we start from
a defined point with a value of 99 and it has only two neighbors with smaller values, west
with a value of 98 and up with a value also of 98, the following step is to evaluate and count
the strictly decreasing cells in the up and west directions. Finally we compare the number of
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Fig. 8. A) Graphical representation of the box trajectory obtained without any heuristic to
select the neighbors. B) Graphical representation of the box trajectory obtained with the
proposed heuristic to reduce the reconfigurations.

squares in both directions and follow the one that had the greatest value (moving the robot
closer to the goal).
In Figure 8A we can see a sample of a path obtained without using any heuristic, it was
calculated by selecting the first cell neighbor that lead us closer to the objective. In Figure 8B
we can appreciate another sample path but calculated using the proposed heuristic. If we
compare both trajectories we can verify that using the proposed approach we can reduce the
changes of the box direction and also reduce the number of required robot reconfigurations.

4.4.2 Trajectory computation with layer validation (TCLV)
Since the obtained trajectories are composed by vertical, horizontal movements and pure
rotations, there may be some orientations that are best suitable for pushing than others, given
the geometry of the box (e.g. 0, 90, 180 and 270 degrees for a rectangular box). This strategy
is similar to the previous one, but the path is generated so these particular orientations of the
box are prefered. This improvement will help to obtain a greater precision in the pushing task.
Compared with the first heuristic (TCMR) that use the “reach measure” to reduce as most as
possible the maneuvers of the object, this alternative uses again the “reach measure” but with
some modifications that helps to construct paths having some specific object rotations.
The difference between “TCMR” and this alternative is that “TCLV” will repeat the “reach
measure” every time the algorithm detects that it is being evaluated a cell that pass over a
privileged layer. This action allows to find new longer path segments on certain layers in spite
of following an specified direction. Another modification is to give an extra values to some
layers (or even cells), this action helps even more to select some specific “C-space” layers.
Applying these changes helps to find alternative paths that in most cases uses the layers that
we privileged, but the fact of place new measurement points and give extra values to some
cells can increase (sensibly) the quantity of robot reconfigurations.
For example: If we were paced in a square that has 3 possible directions to follow: north,
west and up and after making the neighbor measurement we found that the reach of the
routes is: north 21, west 19 and up 11. If we do not privilege any layers clearly the route to
follow would be the one that has the north direction. The proposed change is to validate if
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the route that is going by the superior layer pass through some of the privileged layers, if it
occurs, the value can be increased. In the present implementation the value of the route is
duplicated (11 ∗ 2 = 22), that is why the route with up direction will be followed to construct
the final route. With this, the algorithm can conclude that the trajectory can be pursued with
the prefered orientation.

4.4.3 Route graph (RG)
The fist two approaches are greedy so in order to find better solutions, the third strategy uses
a graph representation of possible trajectories. This change allows to evaluate more possible
trajectories before selecting one. In this route graph strategy, each node represents a change
of direction of the object. Within this graph, a search is done to identify the path with the
minimal number of reconfigurations. In Figure 9, an example of the route graph obtained
from a configuration space marked with the wavefront algorithm is shown.
The route graph is constructed as follows (c.f. Algorithm 1):

– Start from the initial configuration and add it as the root node ni of the route graph.

– Compute the reaching measures for all possible directions of movement.

– The reachable configurations are added as nodes, linked to the root node.

– Steps 2 and 3 are repeated, for each of the new nodes, recursively.

– The construction of the route graph is finished when all the branches converge to the final
configuration n f .

Algorithm 1 “Route graph” strategy

Input: Wave front matrix and origin node ni
Output: Path from ni to n f (if it exist)
OriginPos← origin node ni
Insert OriginPos node on node[0]
x ← 1
while node[x] �= ∅ do

OriginPos← position of node[x]
for All the neighbors of node[x] do

if Neighbor of node[x] is valid then
dir ← direction to reach the neighbor of node[x]
NeighborPos ← position of the neighbor of node[x]
whileNeighbor of NeighborPos on direction dir is valid do

NeighborPos ← position of the neighbor of NeighborPos
end while
Insert node NeighborPos on node[]

end if
end for
x++

end while
return Route graph path
Generate the path based on the final node of smaller depth
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Fig. 9. Example of the route graph construction.

4.4.4 Modified A* algorithm (A*RR)
In order to realize the pertinent comparisons of the proposed heuristics, we implement a
modified version of the A-Star algorithm (A*). This algorithm was presented in 1968 by Hart
(Hart et al., 1968), and is extensively used for path planning.
The A* algorithm combines the capacities of the Dijkstra algorithm with some characteristics
of the breadth-first search (BFS) algorithms, since it looks for the shortest routes like Dijkstra
does and in addition it includes an heuristic as in the BFS to quickly converge to the objective.
The efficiency secret of the A* algorithm is that it combines pieces of Dijkstra’s information
(favoring the selection of nodes near the origin) with BFS’s information (favoring nodes that
are close to their destination). In the A* standard terminology g(n) represents the cumulative
cost of the path from the initial position to any node n, and h(n) represents the estimated
cost by the heuristics from n to the final position. The algorithm balance the two values as it
moves from origin to destination and maintains two lists: one open and one closed where the
closed list stores the nodes that have been already evaluated, and the open list contains the
nodes that have not been. Each time that the algorithm starts a new cycle, it moves the current
position to the node n that has the lower f (n) ( f (n) = g(n) + h(n)).
The alternative A* heuristic that we propose works by replacing the function g(n), which now
will have an additional cost associated to the amount of changes of direction and not to the
distance cost from the origin to n (as happen in the classical A* heuristic).
In the Figure 10 we can compare two paths that uses the two different A* heuristics. In
Figure 10.A, we shown a route obtained by using the classical A* heuristic. In Figure 10.B we
can see the resulting path using the A* alternative cost function. As we can see, the classical
heuristic built a shorter trajectory but it requires 18 changes of direction to transport the object,
while the modified A* algorithm finds a path with less reconfigurations (only 9), but longer.

5. Tests and results

In this section we will tackle the related aspects to the final implementation of the proposed
methods and we will present the obtained results of the testing set.
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Fig. 10. A) Path planning with classical A* algorithm. B) Path planning with modified A*
algorithm.

5.1 Description of the tests
The total set of tests was constituted by the computation of 2539 random routes divided
in 5 different test environments and 2 different resolutions for the C-space. For the tests
we implemented 7 heuristics: our 3 proposed heuristics, as well as 4 classical heuristic for
comparative effects. The implemented heuristics are the following:

1. Wavefront selecting randomly the neighbor (WRN): Each time it moves from a cell, this
algorithm randomly select the neighbor to follow (from all possibles).

2. Wavefront with predefined evaluation of neighbor (WPN): Each time it moves from a cell,
this algorithm evaluates the possible neighbors following a predetermined order and select
the first valid.

3. Classical A* algorithm (A*C): It uses the classical heuristic to reduce distance.

4. Modified A* algorithm (A*RR): It uses the proposed A* heuristic to reduce maneuvers.

5. Trajectory computation with reaching measure (TCMR)

6. Trajectory computation with layer validation (TCLV)

7. Route graph (RG)

The heuristics 1, 2 and 3 are oriented to reduce distance and the rest to the reduce
reconfigurations. To cover a wide range of test cases were developed five different
environments that vary in complexity, number of obstacles and in the percentage of free space
(Figure 11).
The first test environment (Figure 11(a)) was designed to test that the routes are able to
displace the object while the box is going away from the target area. This is useful to evaluate
that the heuristics do not fall into local minima.
The second (Figure 11(b)) and third environments (Figure 11(c)) were designed with narrow
corridors to test that despite having a smaller number of possible solutions, the heuristics are
able to construct valid routes. It is also important to mention that this type of environments
are very complex to solve by some techniques, for example those based on Probabilistic Road
Maps (PRM).
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The 4th environment (Figure 11(d)) is symmetric and with a higher percentage of free space.
This environment was created to compare the strategies, those that reduces the distance
against those that reduce the maneuvers. The central corridors allow the construction of
shorter routes, but more complex.
In the fifth environment (Figure 11(e)) were added small obstacles and placed uniformly on
the map, this was designed to evaluate the strategies in environments that have multiple
solutions.
The chosen metrics to compare the strategies were:

– Number of reconfigurations: After the paths were computed, the number of changes
of direction were counted. This value represents the number of necessary robot
reconfigurations for the trajectory.

– Time: Related to the computing time required by each heuristic to find the paths.

The statistic metrics used to analysis the results are:

– Average value

– Max value

– Minimum value

– Standard deviation

It is important to state that for our approach it is more attractive obtain trajectories with a
smaller number of direction changes. Tables 1 and 2 shows the results for one of the set of
tests.

Method Average Max val Min val Standard dev.
WRN 22.08 51 4 11.02
WPN 12.16 27 2 8.06
A*C 13.1 40 3 8.65
A*RR 6.98 14 3 2.29
TCRM 5.84 12 2 2.39
TCLV 5.94 13 2 2.4
GR 5.2 10 2 1.92

Table 1. Comparison of path planning methods by number of reconfigurations

As we can see (Table 1), the heuristics “WRN”, “WPN” and “A*C” were not competitive
compared with the other four strategies. Nevertheless, this situation is congruent because
these heuristics do not include any strategy to reduce the number of changes of direction,
which is the case of the other 4 strategies.
The results show that the “GR” have the best overall results, however, it was overcome by the
heuristic “A*RR” in the situations where to find the paths that have the minimum number
or reconfigurations it is necessary to move the object away from the objective (see Figure 10).
This situation is consistent because the proposed heuristics use the wavefront matrix to build
their solutions, then it is impossible for the heuristics find the trajectories that moves the object
away from goal.
In Table 2 we show the computing time needed by the heuristics to build a path. The time
values in the table are in milliseconds.
The strategies bases on “A*” algorithms were affected in computing time, this is because they
must handled and stored many information to calculate the trajectories. As we can see in
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(a) Environment 1 (44.4% free space) (b) Environment 2 (49% free space)

(c) Environment 3 (56.4% free space) (d) Environment 4 (67.9% free space)

(e) Environment 5 (79% free space)

Fig. 11. All test environments used in tests.
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Method Average Max val Min val Standard dev.
WRN 375.08 377 375 0.34
WPN 375 375 375 0
A*C 24948.3 272625 1 53531.45
A*RR 1174.34 10062 1 2109.2
TCRM 375.02 376 375 0.14
TCLV 375.02 376 375 0.14
GR 421 438 406 9.78

Table 2. Comparison of path planning methods by computing time (ms)

Table 2 the best computing times correspond to the heuristics “WRN”, “WPN”, “TCRM” and
“TCVL”, in that order. In this case the results favor the greedy strategies because they do not
store any information and they just make desitions based on local information. Nevertheless,
the time for the heuristic “GR” was very competitive and give better results for the number
of reconfigurations. Thus, the “GR” strategy shows the best compromise between computing
time and solution quality.

5.2 Discussion and conclusions
According to the numerical experiments, we can conclude that, although exist situations
in which the “A*RR” algorithm can obtain trajectories with smaller number of changes of
direction (thus, better results), the proposed heuristics “TCRM” , “TCVL” and particularly
the “GR” obtain a better balance between quality of the solution and the required computing
effort.
It is important to emphasize that the specialization of heuristic “GR” had a slight increase
in the computing time. Nevertheless, we can conclude that the balance between number of
reconfigurations, length of trajectories and computing time clearly benefits to heuristic “Route
Graph”.

6. Future work

In future works the resulting paths will be used to determine (by an optimization strategy)
the best combination of robots and pushing points in each sub trajectory to reduce the travel
distance for each individual robot during the reconfiguration phase.
Also, we would like to consider the problem of advantageous location of the robots, in order
to place the robots which are not participating in a sub trajectory in a favorable position for
another sub trajectory. Our main goal is to obtain a coordination strategy able to conclude the
task in an efficient way.
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Discretized C-Spacetime for MRS 
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1. Introduction 
In this work, a new class of planners for MRS is introduced: Time-invariant Motion 
Planners, a class of planners that operate indifferently in forward or in backward planning-
time direction. Thanks to the specular symmetry (with respect to the timeline) of the motion 
operators, the planning algorithm can operate both in top-down way (from the goal to the 
starting pose) or vice versa bottom-up (from the starting pose to the goal) addressing 
different types of problems. 
The planner underlying mechanism is an artificial field over a lattice (CAs), where the 
robots are shrunk to points subjected to attractive and repulsive forces (Lagrangian 
mechanics). Building a regular manifold of potential values and following its minimum 
valleys, a trajectory in the spacetime is extracted, corresponding to a robot movement 
(geometrization of the motion). The potential manifold is constructed on the base of the 
motion operators. These are the atomic (non interruptible) moves over the space and the 
time lattice and the set of all of them represents the entire kinematics of a robot. Every robot 
has its own set and there are contemporarily robots with different kinematics. The manifold 
emerges from the interaction of the set of operators, the world model and the representation 
of the robots’ shapes. Using a discretized C-Spacetime, the definition of velocity of a robot 
becomes an intrinsical (geometrical) property emerging from the interaction between the 
motion operators and the spacetime. 
It is fundamental for the correctness of the planning to take care of the actual robot 
occupancy during an atomic move to avoid collisions with other robots/obstacles. It derives 
the definition of Motion Silhouette, a conceptual evolution of the Sweeping Silhouette (2002), 
which is itself an evolution of the Obstacles Enlargement concept by Lozano-Pérez in 1983. 
To avoid the problem of the swapping of two robots, it is important to take in consideration 
of the well-known Shannon’s Theorem in the discretization phase of the C-Spacetime and 
consequently in the definition of Motion Silhouette. 

2. Multi robots systems motion planning 
The basic problem is how to make a flock of robots to navigate coordinately to achieve a 
common task. The robot(s) navigation can be shortly described as follow (question, process, 
result): 
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1. Where have I been?  Map making   World Representation 
2. Where am I?   Localization   Robot(s) Pose(s) 
3. Where am I going?  Task/Mission planning  Goal pose(s) 
4. What’s the best way there? Path/Motion planning  Trajectory/Movement  
5. How am I going to get there? Path/Movement exec.  Moves/Motion Commands  
 
Therefore, Multi Robots Systems Motion Planning is a phase of the overall MRS 
Coordinated Navigation problem. 
Many approaches have been proposed to solve the Path/Motion Planning problem for 
single and multiple robots in the last thirty years. A model-based solution has been 
proposed since 1979 (Lozano-Pérez & Wesley, 1979, Lozano-Pérez, 1983) where a 
geometrical description of the environment is given. 
To address the problem in a dynamical world, some authors proposed the Artificial 
Potential Fields Methods. Khatib first proposed a method for the real-time collision 
avoidance problem of a manipulator in a continuous space (Khatib, 1986). Jahanbin and 
Fallside introduced a wave propagation algorithm in the Configuration Space (C-Space) on 
discrete maps (Distance Transform, Jahanbin & Fallside, 1988). In the ‘90s, Barraquand et al. 
used the Numerical Potential Field Technique over the C-Space to build a generalized 
Voronoi Diagram (Barraquand et al., 1992). Zelinsky extended the Distance Transform to the 
Path Transform (Zelinsky, 1994). Marchese in 1996 first introduced the Cellular Automata 
paradigm in robot path planning problem (Marchese, 1996) for non-holonomic 
rototranslating robots. Tzionas et al. in (Tzionas et al., 1997) described a VLSI 
implementation for a CA based algorithm for diamond-shaped translating holonomic robot 
in a static environment. For multiple robot motion planning, in (Warren, 1990) the 
coordination of robots is solved using a discretized 3D C-Spacetime (2D Workspace plus 
Time) for translating robots with same shapes (only square and circle). In 
(LaValle & Hutchinson, 1998) the authors apply the concepts of the Game Theory and multi-
objective optimization to the centralized and decoupled planning. A solution in the C- 
Spacetime is proposed in (Bennewitz et al., 2001), where the authors use a decoupled and 
prioritized path planning in which they repeatedly reorder the robots to try to find a 
solution. It can be proven that these approaches are not complete.  

3. MRS motion planning in a discretized world 
A MRS is a set (a flock, a team) of robots with a common task. Robots not sharing the same 
task are insulated or own to different MRSs with different tasks. The condivision of a task is 
an important issue: it implies that the robots access to the same resources. 
In particular, MRS Motion Planning is a concurrent task, where the shared resource is the 
common workspace.  
In this work, we want to design a motion planner for a set of heterogeneous mobile robots, 
in order to determine the motions of mobile agents and able to avoid collisions with (statical 
or dynamical with a designed movement) obstacles and with other robots. 
We have adopted Cellular Automata as formalism for merging a grid model of the world 
(Occupancy Grid) with the C-Spacetime of multiple robots and Artificial Potential Fields 
Methods, with the purpose to give a simple and fast solution.  
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3.1 Prioritized planning 
While the path planning problem for a single robot has a polynomial complexity, in 1979 
Reif established that the problem for a team of robots is PSPACE-hard (Reif, 1979) which 
implies it is NP-hard. Canny later established that the problem lies in the PSPACE and 
therefore the general motion planning problem is PSPACE-complete (Canny, 1988). Even a 
Warehouseman's problem on a discrete 2D grid is PSPACE-hard (Culberson, 1998). 
In general, for a N rigid robots problem the number of dimensions of the C-Spacetime 
would be: 1 2 N

STC C C C T  where Ci is the C-Space of the ith robot. If the robots are 
moving on a 2D surface (manifold), the C-Space of a single robot is R2 × SO(2), thus the 
overall C-Spacetime has 3 N + 1 dimensions. Even for small MRS, the cardinality of the 
space makes the problem untreatable. Therefore it is necessary to reduce the number of 
dimensions, adopting the Prioritized Planning technique (a description in LaValle, 2006). 
It is a case of Decoupled Planning for multiple robots, where the interaction robot to robot is 
ignored in the first phase of motion design. Then the interactions are taken into account to 
constrain the options available. The problem arises when no option remains, because this 
approach is not reversible, thus losing the completeness. The typical example is shown in 
Fig. 1. The two robots have to exchange their positions in the corridor. The red one has the 
highest priority and has to pass first, occluding the lateral space that would be useful for the 
green robot to overtake the red one. 
Nevertheless, the Prioritized Planning is very practical and solves most of the situations. 
In the prioritized approach, an order of robot planning (priority) is given, starting to plan 
with the high-priority robot first. Robots with lower priority view the higher-priority robots 
as moving obstacles with designed trajectories. 
 

 
Fig. 1. Priority planning counterexample: red robot moves first 

In Fig. 2 is shown an example of the approach in the Spacetime: the blue object is a static 
obstacle, while two robots (red and green) turn around it, leaving a helicoidal temporal 
trace. 
The planning phases are: 
1. Establish an order of priority for the robots. 
2. Plan the motion for the robot with the highest priority not yet planned (single robot 

motion planning). 
3. Using the Coordination Space, select one collision-free movement from the set of all 

movements found. 
4. Trace the robot (mark the configurations as not available) in the Coordination Space 

(the robot becomes a dynamical obstacle for all the other robots with lower priority). 
5. Goto step 2 until the robot with the lowest priority has been planned. 
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From this representation derives the most important data structure: the C-Spacetime which, 
in our case, coincides with the Coordination Space. It is a 4D discretized space composed by 
the 2D workspace, the orientation axis and the time axis, and it is fundamental for the 
prioritized planning. 

3.3 Robot discrete representation: the motion silhouette 
In Regular Decomposition world models, the robot is often represented as a point (usually 
the robot cinematic center) as in the Lagrangian mechanics, a point moving from one free 
cell to a neighbor free one. To take into account of its real extension, the well-known 
technique of enlarging the obstacles by a given quantity has been considered. 
Lozano-Pérez et al. at the end of the ‘70s first introduced this method using the robot 
maximum radius and approximating its shape to a cylinder with the consequence of losing a 
great amount of space around the obstacles and a loss of executable trajectories. Then they 
improved it using an anisotropic enlargement (Lozano-Pérez & Wesley, 1983), i.e. using a 
different obstacles enlargement for each robot orientation, to solve (only partially) the 
problem for robots with asymmetric shapes: counter-examples (fig.4.c) can be found in 
which the robot still collides with obstacles (a peg in the example) due to the sliding of its 
silhouette between two consecutive poses. In 2002 we proposed a different and more precise 
approach to address this problem (Marchese, 2002), introducing the Sweeping Silhouette 
defined as the whole space covered during the movement between two consecutive poses 
(Fig.4.d). 
 

 
a) b) c) d) 

Fig. 4. Silhouette sweeping: a-b) expanded obstacle (hatched) for two robot poses (white); 
c) a counter-example due to a coarse discretization of the orientation; d) Sweeping Silhouette 
(hatched cells) obtained sweeping the robot silhouette between the two poses 

The Sweeping Silhouette is not sufficient in a spatiotemporal representation: it is necessary a 
finer representation that takes into account of the position of the robot in every time slice 
during an atomic movement. The problem is similar to the previous one that brought to 
define the Sweeping Silhouette: a coarse discretization of the time axis could result in 
undesired effects. For example, two thin and fast robots could swap their positions between 
two time ticks, passing one through each other. In the same way, a small robot could pass 
through a thin wall (tunneling). 
The necessity of a finer modeling of the motion carries to the definition of a new feature: the 
Motion Silhouette. It is a stack (a sequence) of silhouettes along the time, modeling an atomic 
move of the robot (e.g. in Fig. 6). Every move has a corresponding motion silhouette, or the 
motion silhouette is a conceptual extension of the move where the shape and the physical size 
of the robot are considered. 
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a) b) 

Fig. 5. Examples of undesired effects: a) robots swapping (red move ( , , , T), green 
move (- , , , T)); b) robot passing through the wall (red move ( , , , T)) 

To be consistent with the Shannon’s Theorem it is sufficient to apply a sampling of the time 
at a twice frequency, i.e., the timeline must have a time unit half of the other timelines. In 
particular, the twice sampling has to be applied in the space where the collisions are 
detected: the Coordination Space. This guarantees an adequate representation of all the 
obstacles along the time, static (e.g., walls) and dynamical (e.g., other robots, opening doors, 
etc.). This assumption also ensures to avoid the problem of Fig. 5 of robots tunneling the 
walls or other robot through. 
 

 
Fig. 6. The Motion Silhouette for the translational move ( , , , T)) 
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dT = 0 dT = +0.5 dT = +1 

Fig. 7. The Motion Silhouette for a rototranslation 

3.4 Robot discrete kinematics: the spatiotemporal discrete move 
To define properly the behavior of a robot in a discretized world is mandatory to define 
accurately its kinematics. A discretized kinematics is a set of atomic moves defined on the 
base of single moves along the coordinate axes. 
In a discretized spatiotemporal space Z4 for a robot moving on a 2D manifold, the definition 
of spatiotemporal move is the 4-tuple: ( x, y, , t), where  is a finite variation, 
( x, y)  Z2,   S1, t  Z and with the obvious constraint t > 0 (an example in Fig. 8). 
This definition has two main interpretations: 
 ( x, y, ) are finite increments of the spatial coordinates during the finite time 

interval t.  It entails the following space metrics s: 

2 2 2 2 2move 
x, y, 

s x y r
t

 

 ( x, y, , t) are finite increments of the spatiotemporal coordinates, inducing the 
following metrics: 

2 2 2 2 2 2 2 2 2 2move ( , , , )x y t S x y r v t s v t  

Where S is the “distance” between two events of the spacetime, r is a dimensional constant, 
v is the “speed” of spontaneous translation along the time axis. 
It is easier to see it if considering a robot standing in a place (a static object), then the 
temporal speed results to be: 

2
2222            000 Move t

SvtvSt, , , 
 

Because of this definition of spatiotemporal move, the movement of a rigid body becomes a 
trajectory in the spacetime executed by means of a sequence of finite moves, and where the 
necessity to indicate the speed disappears (it becomes an intrinsic factor), thus we have the 
concept of geometrization of the movements. 
The speed is computed as usual, but it is a rational value: 

2 2 2 2
2 2 2 2 2 2 2 2 2

2 x y
x y rss x y r v v v r

t t
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For example, (+2, 0, 0, +1) is a move with double speed (x direction) or (+1, 0, 0, +2) 
represent a move at a half speed with respect to normalized units. 
 

 
a) Move (0, 0, 0, +1) - 

a standing robot 
b) Move (0, +1, 0, +1) - 

robot moving forward along 
y direction 

c) Move (0, 0, +1, +1) – 
robot turning left 

Fig. 8. An example of three moves for a rectangular robot 

3.5 T-invariant planning and dual motion planning problem 
First we have to define the move dualization operation. It is thought to simplify the top-down 
planning (from the goal pose to the starting pose). Every move of the kinematics is dualized 
inverting the sign of each component of the spatiotemporal move (see Fig. 9). 

t, y, x, t, y, x,  dualMove Move  
The dual kinematics is the set of all the dual moves computed from the original kinematics. 
Using the dual moves, it is easy to plan a movement from the goal to the start. It is a 
top-down planning or backward planning, but using the dual moves it becomes a forward 
planning (bottom-up) where the “bottom” is the goal and the “up” is the starting pose. Thus 
it is easy to solve the dual problem as it would be a forward planning. 

314 Multi-Robot Systems, Trends and Development



Time-Invariant Motion Planner in Discretized C-Spacetime for MRS 

 

315 

 
a) dualMove (0, 0, 0, -1) - 

a standing robot 
b) Move (0, -1, 0, -1) -  

backward move along y & t 
direction 

c) Move (0, 0, -1, -1) – 
right turning and backward 

along time direction 

Fig. 9. Examples of the dual moves of Fig. 8 
Exchanging the start with the goal and dualizing the two sets of moves we have the dual 
problem (Fig. 10). To be able to solve even this problem we should relax a constraint: we 
must consider that moves with t < 0 have to be admissible. It could seem quite strange that 
a body could run backward in the past, but it is only a logical operation of remapping the 
original problem to the dual problem. In any case, we do not intend to affirm that the robot 
could navigate back in the Time! Rather, it would seem as a kind of retrograde motion, but 
in the real spacetime any robot will always move forward in the Time. 
If we relax the constraint t > 0, and we admit any spatiotemporal move ( x, y, , t) with 
any sign of delta, the set of moves is said to be closed under the dualization operation. Thus 
the Moves set and the dualMoves set belongs to the same superset that it will be called 
dMoves set. 
The definition of the dMoves set makes any motion planning problem and any dual motion 
planning problem the same problem embedded in the same space: the C-Spacetime. They 
are both solved with the same algorithm, unifying them in a unique problem: the motion 
planning problem over the C-Spacetime. 
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a) Top-down planning b) Bottom-up planning 

Fig. 10. Examples of search trees in path planning, from the goal (red tree) and from the start 
(green tree) 

It is a Time-invariant Motion Planner. Because the top-down and the bottom-up planning 
are both solved by the same algorithm and thus are perfectly equivalent, it has the property 
of T-invariance concerning the planning time (not the robot time). It means that the solution 
of a problem is invariant with respect to the starting time of the planning, but even if we 
invert the time axis direction the solution found is the same. It is possible to plan a 
movement from the goal to the starting pose or, vice versa, from the starting pose to the goal 
and we will find the same motion. 
 

 
Fig. 11. Time specularity of the dMove operator with respect to the dot-dashed axis 

The time-invariance emerges from the property of temporal specularity of the dMove 
operators with respect to the planning time (pT). In Fig. 11 an example is shown for a simple 
robot (only two cells size). The dMove (+1, 0, +1, +1) and the dual move (-1, 0, -1, -1) are 
specular with respect to the dot-dashed axis, unless a spatial shift (because the dMove are 
always invariant with respect to any space displacement, this shift is not relevant). The 
meaning is: during the planning, the dMoves are applied from right to left (starting with 
m = 0 grid). The dMoves are specular with respect to the planning order (time) of 
application, while are complementary with respect to the time T (the real time of motion of 
the robot). For the latter consideration, the composition of the two operators generates an 
identity mapping (applying both in sequence, the robot get back to the original event). 
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3.6 Attraction Space 
The Attraction Space is the substrate on which a discrete representation of a potential 
function is built (C-Potential function U(q)) in the metaphor of the Artificial Potential Fields. 
The C-Potential function generates a potential bowl (Fig. 12) in the free space (avoiding and 
surrounding the obstacles) with a global minimum in the goal cell that attracts the robot 
with a force -grad(U). If it is correctly defined (it is always possible), no local minima are 
generated and there is only one global minimum.  
 

 
Fig. 12. Potential bowl 

The potential value represents the integer “distance” of a cell c from the goal cell along the 
shortest collision-free path, or more simply it is the cost to reach the goal from the cell c. To 
evaluate the entire path cost, every basic robot movement (spatiotemporal move) has its 
own positive weight. Even the “move” along the time axis has its cost. 
It is easy to demonstrate two main properties: the termination of the propagation of the 
potential values through the C-Spacetime and the absence of local minima. The later 
property ensures that the robot does not enter in obstacles concavities and stall (unless the 
goal is inside the concavity). In Fig. 13.b, it is shown a simplified example of potential 
 

  
a) Repulsive field b) Attraction field 

Fig. 13. Potentials fields 
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surface generated from the goal and surrounding the obstacles. The real surface is 
embedded in a 5D discrete space (Z2  S1  Z  Z), where also the Time is represented. 
Every single robot has its own Attraction Space, which is computed depending on the 
obstacles distribution and the temporal traces of the robots with higher priorities. 

3.7 Coordination space or repulsive space 
It is a unique space for all the MRS, where the interaction robot-robot and robot-obstacle are 
modeled. By the way, it is the C-Spacetime and it represents the evolution in the time of the 
environment. Another metaphor for this space is the Repulsive Space. In this space, 
repulsive forces are generated by the obstacles to take the robot away from them. It is very 
useful for the coordination of the robots in a prioritized planning: after the planner has 
computed the movement for a robot, its passing points (configurations) are marked as 
unavailable in the Coordination Space. The remaining robots will plan their movements 
only in the free space, avoiding any unavailable configuration. As stated before, to 
 

 
T = 1 T = 2 T = 7 T = 10 

 
T = 13 T = 16 T = 19 T = 20 

T = 23 T = 27 T = 29 sequence 

Fig. 14. Example with two robots with same shapes and kinematics (priority order: green, 
red) 
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guarantee the Shannon’s Theorem, the time unit must be half of the time unit of the 
Attraction Space. A simplified version of repulsive potential surface is shown in Fig. 13.a 
(the repulsive force is maximum over the obstacles); the real surface is embedded in a 5D 
discrete space (Z2  S1  Z  Z). 
 

 
Fig. 15. Spacetime representation of the robots movements of Fig. 14 

 
4. Experimental results 
 

In the example of Fig. 14, two robots with particular kinematics move in a simple 
environment. The target for the green one (GRobot) is to get inside of a corridor closed by 
the red RRobot. The RRobot has only to rest in the same place. Thus the GRobot having a 
higher priority, forces the red one to get outside, enters inside, and then lets the RRobot to 
return to the original pose. The kinematics is quite strange: the two robots can rest, turn 
counterclockwise or move aside on their left. Kinematics definition for GRobot and RRobot: 
{(0, , , ), (0, , , ), (0, , , )}. Even with a quite limited kinematics, a solution is 
found. 
In Fig. 15, it is shown the Spacetime and the movements of the robots (colored lines). The 
Spacetime should be 4D: to reduce it to 3D, the robot orientations have been represented 
with arrows. The robot trajectories are represented on the plane T = 0 (orthogonal projection 
of the movements along the time direction). 
In the example of Fig. 16, three O-ring robots move one inside the others (matrioska). The 
robots have different shapes and sizes, but all have the same kinematics: {(0, , , ), 
(0, , , )}. The difficulty of this example is the coordination of the movements of the three 
robots to avoid the collision one with each others: thus the green one start first to let enough 
space to the red one to move without to collide with it. The red robot also has to move to let 
the space to the blue robot. At the end of the motions, they all stack against the pegs. 
In the example of figure Fig. 18, there are two robot with different shapes and kinematics. 
GRobot kinematics: {(0, , , ), ( , 0, , ), ( , 0, , )} (forward and backward 
translations). 
RRobot kinematics: {(0, , , ), (0, , , ), (0, , , )} (clockwise and counterclockwise 
rotations). 
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To let the GRobot to pass, the RRobot has to turn until the vertical orientation and then it 
has to stay fixed till the green one is close to it. When the GRobot has overtaken the red one, 
the latter can complete the motion. 

5. Conclusion 
An important result is the following: the potential field over the spatiotemporal domain is 
not conservative (not irrotational). The spatiotemporal lines connecting the starting event 
and the goal event over the spacetime are not equivalent: not every geometrical solution 
(movement) is admissible. The dependency arises from the interaction between robots with 
finite size shapes (it would be conservative for robots smaller then a cell).  
The overall algorithm works with any polygonal obstacles, with multiple robots, with any 
type of kinematics (holonomic, non-holonomic, omnidirectional, car-like, etc.) and any 
shapes (non-connected, with convexities, concavities and holes). It plans the optimal 
motions for robots (even one inside another), facing different types of problems without 
stalling inside the concavities. 
 

 
T = 0 T = 5 T = 9 

 
T = 12 T = 14 T = 16 

Fig. 16. Matrioska example (priority order: green, red, blue) 
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Fig. 17. Silhouettes sequences and Spacetime of example of Fig. 16 

 

T = 0 T = 3 T = 7 T = 9 

T = 12 T = 17 T = 19 T = 22 

Fig. 18. Example with robots with completely different shapes and kinematics (priority 
order: green, red) 
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Fig. 19. Silhouettes sequences and Spacetime of example of Fig. 18 

In this work, only the solutions satisfying the Dirichlet (or first-type) boundary condition are 
searched. In other words, we search the motion connecting a starting event with a goal event 
in a 4D Spacetime (initial and final conditions) in the case of a single robot. For MRS, a 
vector of starting events (one for each robot) and a vector of goal events are specified. Many 
other problems can be studied, for example specifying a range of starting time (interval) and 
a range of arrival time for each robot, relaxing the temporal constraints and searching the 
best time of arrival (or leaving time). 
 

 
Fig. 20. Search trees growing one against the other (bidirectional planning) 

A future development will regard the simultaneous growing of the search trees, one from 
the goal and the other from the start, as in Fig. 20, intersecting somewhere in the middle of 
the search space (bidirectional planning). The task is to reduce the planning time, but still 
maintaining the optimality of the solutions found. 
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1. Introduction    
Multi-robot systems have been extensively studied and the coordination among the robots 
becomes a hotspot. Among the typical research tasks of multi-robot system, coordinated 
hunting with unknown irregular motion of the evader or target has attracted more and more 
attentions due to its potential application to military, safe guard etc. 
The spiking neural network (SNN), considered as the third generation of neural network 
(Maass & Bishop, 1999), has attracted many attentions. Spikes (pulses) are used to deliver 
the information between neurons, i.e. SNN processes the information in the form of spikes, 
which brings temporal structure and extends the functionality of SNN (Kasabov, 2010). 
Besides the rate coding, inspired by the results of biological experiments, some coding 
strategies based on spike timing have been proposed, such as time-to-first-spike coding, 
phase coding, correlations/synchrony coding et al. (Maass & Bishop, 1999).  Also, Maass et 
al. present some useful spiking neuron models, such as spike response model (SRM), 
integrate-and-fire model (IF), Hodgkin-Huxley Model and so on (Maass & Bishop, 1999). For 
these coding methods and neuron models, the Hebb learning is proposed to adapt the 
weights between neurons based on the temporal difference between input and output 
spikes (Kempter et al., 1999). Nowadays, the controllers based on SNN have been 
introduced to many applications, such as phase/frequency correlations recognizing 
(Kiselev, 2009), movement prediction from real-world images (Burgsteiner et al., 2005), 
movement generation of the robot arm (Joshi & Maass, 2005), etc. Especially, SNN has been 
applied to the control of the mobile robot (Floreano & Mattiussi, 2001; Roggen et al., 2003; 
Hagras, 2004; Qu et al., 2009). 
In this chapter, a robot controller based on spiking neural network (SNN) is proposed for 
the coordinated hunting of multi-robot system. The controller utilizes 12 direction-sensitive 
modules to encode and process the inputs including the environment, target and 
coordination information by the time-to-first-spike coding and then, the motor neurons 
generate the control signals for the motors according to the winner-take-all strategy. Also, 
the Hebbian learning with a stochastic form is applied to adjust the connection weights.  
The rest of the chapter is organized as follows. In Section 2, the structure of the controller is 
given and the inputs encoding, coordination between robots and motor neurons are 
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described in detail. Section 3 demonstrates the simulations. Finally, Section 4 concludes the 
work. 

2. The controller based on spiking neural network 
2.1 The structure of the controller 
The SNN based controller is composed of 12 modules, denoted by , 1, ,12iM i = " , as well as 
four motor neurons, as shown in Figure 1(a). The module iM  is direction-sensitive and it is 
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Fig. 1. The frame of the controller  
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corresponding to the direction ( 1)
6

i π−  with respect to the heading of the robot, such that 

they are considered to be uniformly distributed around the robot. The module is shown in 
Figure 1(b), and it consists of two layers. Layer 1 is composed of input neurons {S, O, T, C1, 
C2} that encode the sensor input Is, obstacle input Io, target input IT, coordination inputs IC1 
and IC2 according to the time-to-first-spike coding, respectively. Layer 2 generates the 
outputs with two output neurons E (excitory) and I (inhibitory) that represent that the robot 
should turn to or away from the direction of the module, respectively. In Figure 1(a), the 
lines denote the connections from the neuron E of every module to the motor neurons, while 
dashed lines represent the connections from the neuron I to the motor neurons.  
The four motor neurons denoted by (Fl, Bl, Fr, Br) represent left forward motor neuron, left 
backward motor neuron, right forward motor neuron and right backward motor neuron, 
respectively. They are divided into two pairs (Fl, Bl) and (Fr, Br) according to the related 
motor. There exist connections between two pairs for the information transmission.  
The motor neurons corresponding to each motor receive the outputs of the modules along 
with the outputs of other motor neurons and fire spikes to generate the control signal by the 
winner-take-all strategy.  

2.2 Input signals of the module  
The input signals are encoded into corresponding spikes by time-to-first-spike coding and 
can be formulated as follows: 
a. Sensor input sI   

sI  is encoded according to the formula 

 
lim

( (1 )) 1s
s

It round T
I

= − +  (1) 

where ts is the time when the spike is generated with the constant T=100ms, and the input 
Is is the data from the corresponding sensor bounded by an up-bound Ilim. Here, we 
assume that there are 16 ultrasonic sensors evenly distributed on the peripheral ring of the 
robot and “corresponding” means the sensor is closest to the direction of the module. 
Also, the sensor data caused by the target is filtered such that the target does not affect the 
sensors information. The function round (•) adjusts the variable into its nearest integer. 

b. Obstacle input Io  
Io also comes from the corresponding sensor, and it is encoded by  

 
lim

5( max( ,0)) 1T o thred
Tt round I I

I
= − +  (2) 

where Io = Is, and the constant Ithred can be considered as the threshold for the obstacle 
neuron. The function max(•) makes sure that tT ≥ 1. 

c. Target input IT  
IT is the relative angle θT between the module direction and the line from the target to 
the robot. It is encoded to the spike time tT as 

 max( ( ),0)( (1 )) 1
0.8

T
T

ft round T θ
= − +  (3) 
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with 

22
( )( )

164( ) 2 1.2
xx

f x e e
ππ −−

= −  

where Tt  only concerns the relative angle and does not care about the relative distance. 
Obviously, max( ( )) 0.8

x
f x =  and we divide the function by 0.8 to normalize the result. 

The function ( )f i  makes the module sensitive to the target near the direction of the 
module. 

d. Coordination input 1CI   
IC1 is introduced to prevent the robots from being close to each other. It contains two 
parts: the relative angle j

Cθ  between the direction of the module and one detected robot 

Rj and the relative distance j
Cd  between the two robots.  

 1
( ) ( )( (1 min(max( ,0),1))) 1

0.8

j j
C C

C
j

g d ft round T θ
= − +∑  (4) 

with 

2( )
2500( )

x

g x e
−

=  

where ( )f i  as mentioned above deals with the relative angle j
Cθ  while ( )g i  is 

responsible for the relative distance j
Cd . Eq. (4) makes the module be more sensitive to 

the companion robots near its direction.   
e. Coordination input 2CI   

2CI  is activated only when there exists at least one neighboring robot nR  whose 
Boolean attraction tag is 1. Every robot has its own table of all robots’ attraction tags 
and neighboring robots topology. By broadcasting, each robot sends its information 
including whether it detects the target, its tag and neighbor information such that the 
tables of robots can be updated.  The attraction tag of a robot is updated as follows: 
If some neighborships among the robots break or some robots lose the track of the 
target based on the updated table  
{ 

If there exists a route from it to the target according to the neighboring robots 
topology 
{ its tag is 1; } 
Else 
{ its tag is 0; } 

}  
Else 
{  
If one tag of its neighbors is 1 or it detects the target 
{ the tag is 1; } 
Else 
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{ the tag is 0; } 
} 
When IC2 is activated, it can be encoded as 

 2
( 3000) ( )( (1 min(max( ,0),1))) 1

0.8

n n
C C

C
n

g d ft round T θ−
= − +∑  (5) 

where the relative distance n
Cd  between the robots is encoded with a translation, as 

shown in 
23000( )

2500( 3000)
n
Cd

n
Cg d e

−
−

− = .  

2.3 The weights and outputs of the module 
For a module, the weights between neurons represent the delay from neurons to neurons. 
Thus, when delay is small, the connection between neurons is considered to be strong. For 
every module, the initial weights for the neurons in the module are nearly the same, which 
will be shown in the simulation section. The output neurons iE  and iI  of the module 

, 1, ,12iM i = "  fire at the time i
Et  and i

It  (when their first input spikes arrive). i
Et  and i

It  
can be calculated as follows: 

 ,min( ), , ; , , , 1, 2i i i
j k k jk

t t w j E I k S O T C C= + = =  (6) 

 

where ,
i
k jw  is the corresponding weight (i.e. delay) from the input neuron k to the output 

neuron j in the module iM . 
Furthermore, there exist mutual inhibitions between the module 2M  and 12M  (dot and 
dash line in Figure 1(a)), which can be calculated as follows:  

 

12 2 12

2 12 2 12

2 2 12

10

10

10

I I I

I I I I

I I I

t T t t

t t T t t

t T t t

⎧ = <
⎪⎪ = = =⎨
⎪ = >⎪⎩

 (7) 

2.4 The motor neuron  
The motor neurons fire at the time , , ; ,j

it i r l j f b= = when their first input spikes arrive. j
it  is 

bounded by T. Especially, when there is no input spike during the period (0, T], j
it  is set to 

be T. Furthermore, there are mutual connections between the left forward motor neuron Fl 
and the right backward motor neuron Br, as well as the right forward motor neuron Fr and 
the left backward motor neuron Bl. Thus, the information from one side can pass to the other 
side. The motor neurons are divided into two pairs according to the motor they belong to. 
The competence (i.e. winner-take-all strategy) is used in each pair to decide whether the 
motor rotates forward or backward. Then we have  

 10sgn( )(1 min( , ) / ) , ,
4

f fb b
i ii i

i
t t t t Tv i r l− −

= =  (8) 
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where vi is the velocity of the motor i. 

2.5 Learning 
For the SNN based controller, the weights are adjusted by the Hebbian learning (Kempter et 
al., 1999) in a stochastic form.  Denote ijw  the weight from the neuron j to neuron i. When 
learning occurs, a random number ς  is generated following the uniform distribution in the 
[0, 1]. 
If ς  is smaller than |2 ( )|learn i jr W t t−  with 

 
exp( )[(1 ) (1 )] 0

( )
exp( ) exp( ) 0

τ τ τ

τ τ

+ −

+ −

Δ Δ Δ⎧ − − − Δ ≥⎪⎪Δ = ⎨ Δ Δ⎪ − − − Δ <
⎪⎩

� �syn

t t t t
W t

t t t
 (9) 

 

the weight will be adjusted. Here constants 5synτ = , 1τ+ = , 20τ− = . Considering that 
weights are integers, the change of weight is also an integer. In this controller, the weight 
will change by 1 or -1, i.e. 

 
1 |2 ( )|,
1 |2 ( )|,

ij learn i j i j

ij ij learn i j i j

ij

w r W t t t t
w w r W t t t t

w otherwise

ς

ς

⎧ − < − >
⎪⎪= + < − <⎨
⎪
⎪⎩

 (10) 

 

where 0.001learnr =  is the learning rate. 

3. Simulations  
In this part, the simulations will be given to testify the feasibility of the proposed controller 
based on SNN. The mobile robots are modeled as two-wheel mobile robots and can be seen 
as circles with a diameter 500mm. The target (evader) is also considered as a circle. The 
target has the same controller structure as shown in Figure 1(a), and each module has a 

repulsing input to make it be away from the robots just like IC1 with 
2( )

3000( )
x

g x e
−

=  while 
there are no coordination inputs and target input. The parameters of the controller in 
simulations are as follows: lim 2000I mm=  and the maximum range of detecting other robots 
is 5000mm; 200thredI mm=  for 1M  and 300mm for other modules. 
The initial weights between the input neurons and the output neurons in the module are as 
follows: {S→E, O→I, T→E, C1→I, C2→E} are {38,8,13,8,18}, {40,10,15,11,20}, {40, 10,15,13,20}, 
{40,10,15,16,20}, {40,10,15,10,20}, {40,10,15,10,20}, {40,10,15,10,20}, {40,10,15,10,20}, 
{40,10,15,10,20}, {40,10,15,16,20}, {40,10,15,13,20}, {40,10,15,11,20} for modules M1 to M12, 
respectively. The initial values of the weights connecting the modules to the motor neurons 
are 10, while the initial values are 4 for the weights of the motor neurons’ mutual 
connections. 
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In following simulations, the start points of the robots are denoted by “S“, while “G“ 
represents the stop points. When the distance between the target and a robot is smaller than 
1000mm, the hunting task is considered to be completed.  
In simulation 1, we consider three robots to complete the hunting task in an environment 
which is enclosed by 4 walls (the black line in the Figure 2). The result of simulation 1 is 
shown in Figure 2, and the states of the robots are shown in Figure 3. Every robot has three 
states: 0, 1, 2. State 2 represents the target being observed by the robot itself and state 1 
depicts that the robot builds a neighborship route with a robot that observes the target while 
the target is not detected by itself, otherwise, its state is 0. At first, only robot 3 can observe 
the target. The target is out of the detection range of robot 1 and robot 2. Then, robot 2 will 
follow robot 3 according to the updated tag table which includes the information that robot 
3 can observe the target. After that, robot 1 also follows robot 2 because it finds that the tag 
of  robot 2 is 1. A route from robot 1 to the target in the neighboring robots topology is built. 
After the robot 2 observes the target by itself, the target is pursued by robots 2 and 3, while 
robot 1 is still in following. Finally, the target is caught successfully.  
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Fig. 2. The trajectories of the robots in simulation 1 
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Fig. 3. The states of the robots in simulation 1 
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Fig. 4. The trajectories of the robots in simulation 2 
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Fig. 5. The trajectories of the robots in simulation 3 
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In simulation 2, all three robots can observe the target at the beginning.  The trajectories of 
the robots are presented in Figure 4. In simulation 3, the robots 2 and 3 observe the target at 
the beginning and robot 1 follows robot 2. The corresponding trajectories of the robots and 
their states are given in Figures 5 and 6, respectively. 
The simulation 4 considers the still target with an obstacle between the target and the robots, 
as shown in Figures 7 and 8. 
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Fig. 6. The states of the robots in simulation 3 
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Fig. 7. The trajectories of the robots in simulation 4 
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Fig. 8. The states of the robots in simulation 4 
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Fig. 9. The trajectories of the robots in simulation 5 
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Fig. 10. The states of the robots in simulation 5 
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In simulations 5 shown in Figures 9 and 10, initially, the robots 2 and 3 observe the target. 
After robot 1 observes the target, all the robots pursue the target. For robot 3, because of the 
obstruction of the obstacle, it loses the target and its state is from 2 to 1. Finally, the hunting 
task is completed.  

4. Conclusion 
In this work, the controller based on SNN is applied to the hunting task for the multi-robot 
system. By using time-to-first-spike coding and winner-take-all strategy, the controller with 
12 direction-sensitive modules and four motor neurons can make the robots coordinate with 
each other to finish the hunting task, as demonstrated in the simulations. In this work, the 
function f(•) is the same for all the modules, which, in fact, may be different for different 
modules. The will be considered in the future work. 
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1. Introduction     
With the rapid progress of modern science and technology, robots’ development and 
application extend ceaselessly. For different tasks and environment, especially to large 
complex tasks and environment, the problems of capability limitation of single robot 
become more and more obvious, such as information gathering and processing, controlling 
and so on. Therefore, the multi-robot coordination and cooperation are required to improve 
these abilities. 
Nowadays, the multi-robot system has been paid much attention. It has the prominent 
property of multidisciplinary intercrossing and fusion. Based on multi-agent system, and 
with the introduction of multi-agent system’s architecture, coordination and cooperation, 
this dissertation gives a thorough and systematic research on the information fusion of 
multi-robot system, the tasks distribution and programming of multi-robot coordination, 
and the multi-robot under oppositional environment. 

2. Multi-agent decision fusion based on evidence reasoning and its 
application to multi-robot system 
The overall goal of the research described in this section is to investigate a problem of 
distributed artificial intelligence introducing evidence theory for decision making in 
uncertain environment. Such problems arise, for example, in multi-sensor information 
fusion systems, and in multi-agent decision systems and in the situation assessment 
problem with distributed artificial intelligence. 
The evidence reasoning is applied effectively to intelligent decision systems and specialist 
systems, which not only accords with people’s reasoning manner and decision process but 
also gives the rational explanation based on information theory to reasoning. In this paper, 
evidence theory is introduced to the multi-agent system and the Multi-Agent Decision 
System Based on the Evidence Reasoning is presented. This system is composed of agents, 
fusion center and decision center. The distributed agents do not interact with environment 
and do not communicate with each other but only with a fusion center. Each agent extracts 
the feature information and educes the basic beliefs about local environment. The fusion 
center combines all agents’ beliefs and acquires the beliefs about global environment. The 
decision center produces the pignistic probabilities that are used to make decision. 
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2.1 Distributed decision system 
a. System architecture 

A general multi-agent distributed system consists of a group of distributed intelligent agents 
that have to coordinate their knowledge, goals, skills, and plans in order to make decisions, 
take actions, and solve problems. Agents in a distributed system may have different areas of 
expertise, specific a priori knowledge, and different decision functions. They may be able to 
observe only certain characteristics of the environment; they may observe different spatio-
temporal regions of the environment. Since no one agent has complete information about 
the environment and observations, they have to cooperate to achieve their goals. There have 
been many coordination schemes developed in the field of distributed artificial intelligence 
(Galina Rogova & Pierre Valin., 2005). 
In this paper, we investigate a problem of decision making in a hierarchical multi-agent 
system. Agents do not communicate with each other but only with a fusion center. Each 
agent has its own internal structure including domain knowledge, a set of hypotheses to be 
considered, and the basic belief assignment for each hypothesis. They transmit these beliefs 
to the fusion center. The fusion center combines each agent’s beliefs and produces the 
combined beliefs about the global environment. The decision center acquires pignistic 
probabilities of the hypotheses under consideration and maps them into actions. Based on 
this idea, we present the distributed decision system architecture in Figure 1. 
 

 
Fig. 1. Distributed decision system architecture 

b. Agent model 

Each agent i (1 ≤ i ≤I, I is the number of agent) is able to observe states of environment and 
extracts a particular type of information from it, which represented by a feature vector 

1 2( , ,..., )
i

i i i i
NS s s s= (Ni is the dimension of a feature vector. Let Θ = {θ1, θ2,,…, θn} be a frame 

of discernment, where θk (k=1,…,n) is the element of the frame of discernment and belongs 
to class k. of the hypothesis.  
For the feature vector which each agent i extract from environment and each class k, a 
proximity measure function ( , )

i
kS θΦ  is defined to map the evidence (feature vector) to the 

basic belief assignment of the element of Θ. ( , )
i

kS θΦ  is a decreasing function, 0≤ ( , )
i

kS θΦ ≤ 
1, which can be considered as a simple support function with focal element θk. 

 ( ) ( , )i i
k k km Xθ θ= Φ  (1) 
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 ( ) 1 ( , )i i
k km X θΘ = −Φ  (2) 

 ( ) 0i
k km A A θ= ∀ ≠ ⊂ Θ  (3) 

Combining all the i
km  according to the Dempster rule of combination (Dempster, A. P., 

1967), the basic belief assignment of agent i can be obtained (Shafer, G., 1976): 
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Each agent i extracts the feature vector from environment as the input, produces the simple 
support function of each hypothesis of Θ by the measure function Φ , and acquires its basic 
belief assignment using (4) as the output: 1 2( ), ( ),..., ( ), ( )i i i i

nm m m mθ θ θ Θ . This is shown in 
Figure 2. 
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Fig. 2. Agent model 

c. Fusion Center 

The function of the fusion center is to combine beliefs of all the agents in all the hypotheses 
with the Dempster rule of combination. However, the fusion center confront with two 
problems: how to deal with the agents’ beliefs when they have the different internal 
structure, which means that the agents have the different and compatible frame of 
discernment; and how to resolve the relative reliability of different agents. 
In our system (Figure 1.), the fusion center is able to combine the various kinds of the 
evidence. However, the Dempster rule of combination is based on the single frame of 
discernment, which obviously can handle one part of the information. In some situation, we 
have to appeal to the different conception and change the frame of discernment for evidence 
reasoning in order to solve the some special kinds of evidence. Coarsening and refinement 
are the transform methods to satisfy this demand. If the agents have different internal 
structure, i.e. the different and compatible frame of discernment, we can resolve their beliefs 
combination by coarsening and refinement. 
Agenti and agentj are assumed to own the different and compatible frame of discernment 

{ }1 2, ,...,i i i
nθ θ θΘ =  and { }1 2, ,...,j j j

mθ θ θΩ = . The map, σ:2Θ→2Ω, is a refining from Θ to Ω, then: 
, ( )A B A Bσ∀ ⊂ Θ ⊂ Ω =  

Let m1 and m2 are the basic belief assignments of Θ and Ω, they can be transformed and 
transferred as follow: 
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where the sum is 0 when no A satisfies the constraint. m2 is called the vacuous extension of 
m1 on Ω (Philippe Smets., 2005). 
 Reliability, i.e. our opinion about the ‘value’ of a agent, various from agent to agent. The 
idea is to weight more heavily the information produced by the ‘best’ agents and conversely 
for the ‘bad’ ones. For α∈ [0, 1], let (1-α) be the degree of ‘confidence’ we assign to the agent. 
It can be encoded into a basic belief assignment defined on the set {reliable, unreliable} such 
that (Elouedi, Z. et al., 2004): 

 ( ) 1m reliable α= −  (6) 

 ( )m unreliable α=  (7) 

Suppose m is the basic belief assignment on Θ. The result of combining m with the 
‘confidence’ is a new belief, defined as: 

 ( ) (1 ) ( )m A m A for Aα α= − ⋅ ⊂ Θ  (8) 

 ( ) (1 ) ( )m mα α αΘ = + − ⋅ Θ  (9) 

This operation is called a discounting by Shafer and the coefficient α is called the 
discounting factor. The larger α, the closer mα is from the vacuous belief function. 
The fusion center combines the all agent’s basic belief assignment to acquire the global 
environment information. With the coarsening and refinement, the basic belief assignments 
between the different and compatible frames of discernment are transformed and 
transferred. Moreover, the fusion center considers the relative reliability of agents, so it 
distributes the discounting to each agent’s basic belief assignment. Let mi is the basic belief 
assignment of agent i, and is transferred on the same frame of discernment. Let αi is the 
discounting factor of agent i. The Dempster rule of combination (Rogova G., 2003) is used to 
combine the all agent’s beliefs: 
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So the fusion center produces the beliefs in all hypothesis of the frame of discernment 
Θ = {θ1, θ2,,…, θk}: {mc(θ1), mc(θ2), …, mc(θk)} and mc(Θ). 
d. Decision Center 

The agents shown in Figure 1 extract the environment information and derive their 
corresponding beliefs. The fusion center combines the ensemble of agent beliefs into a set of 
combined basic probability assignments defined over the frame of discernment. From the 
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fusion center’s output, decision center adopts pignistic probability transformation to 
compute pignistic probabilities of each hypothesis. The transformation is based on the 
generalized Insufficient Reason Principle according to which A∀ ⊆ Θ  the mass of belief 
m(A) is distributed equally among the elements of A (Philippe Smets., 2005). 

 ( )( )
k

c
k k

A
A

m ABetP BetP
Aθ

θ
∈
⊆Θ

= = ∑  (11) 

2.2 Experiments and results 
The approach described in the papers is problem independent and does not impose any 
restrictions on the kind of features or information used by each agent. We use SimuroSot, 
one of FIRA simulation game, to evaluate the performance of this decision system.  
SimuroSot is FIRA’s robot football simulation match. The simulation system provides 
playground information: robots’ position and rotation information of both sides and ball’s 
position information. The strategy system assesses the situation based on the information 
and makes the responsive game (shown in Figure 3). From analyzing SimuroSot, we think 
that the strategy system must focus on two types of important information: the state of the 
ball and the strategy of opponent. The multi-agent decision system based on evidence 
reasoning of this paper is applied to the match situation assessment of SimuroSot, aiming at 
the ball state information and opponent’s strategy information. 
 

 

 
Fig. 3. the interface of SimuroSot platform 

The ball state information is observed by agent p and agent d respectively. The two agents 
have different internal structure.  
Agent p extracts ball’s position features, the feature vector is ball’s position 
coordinates: { },pS x y= , and produces beliefs in each hypothesis of Θp = {threat, sub-threat, 
sub-good, good}, which is the frame of discernment of agent p. Base on the playground’s 
property, there are four representative vector defined: 1 2 3 4, , ,p p p pω ω ω ω . So the measure 
function is as follow: 

 ( , ) exp( ( ))k k k
p pS dθ γΦ = −  (12) 
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where k=1,2,3,4,  γk >0, k k
p pd S ω= −  

Agent d extracts ball’s movement direction features, the feature vector is ball’s direction 
angle: { }dS φ= , and produces beliefs in each hypothesis of Θd = {towards us, backwards us}, 
which is the frame of discernment of agent d. The goals of both sides are considered as 
reference point. Let the angle from ball’s direction to goal home is ϕh, 0 180o o

hφ≤ ≤ , and to 
goal opponent is ϕo, 0 180o o

oφ≤ ≤ . We can define the measure function: 

 1
2( , ) (cos 1)d

d k kS θ φΦ = +  (13) 

The fusion center takes the two agent’s beliefs as input. The fusion center confirms the 
combination beliefs frame of discernment, Θf = {threat, sub-threat, sub-good, good}. So the 
beliefs of agent d must be transferred. Let 1 : 2 2 fdσ ΘΘ →  is a refining from Θd to Θf. During 
the transform, several rules are added according to the need of application, which is based 
on the area (area1, area2, area3) of ball to judge. 
if ball is area1,then    σ1({towards us}) = {threat} and σ1({backwards us}) = {sub-threat, sub-good, good}, 
if ball is area2, then   σ1({towards us}) = {threat, sub-threat} and σ1({backwards us}) = {sub-good, good}, 
if ball is area3, then   σ1({towards us}) = {threat, sub-threat, sub-good} and σ1({backwards us}) = {good}, 
also σ1(Θd)= Θf.  
The fusion center also considers the two agents’ belief reliability. Let αp and αd are the 
discounting factor of agent p and agent d, respectively. During the simulation, we design 
that, when ball is in middle-ground, αp = 0.6 and αd = 0.1; when ball is near the base line, 
αp = 0.1 and αd = 0.8 
With the Dempster rule of combination, the fusion center leads to the basic probability 
assignment for hypotheses under consideration. The decision center computes pignsitic 
probabilities of each hypothesis based on combined beliefs. We can use these probabilities to 
judge the ball states. 
Figure 4 describes the five different game states information. If the right side is us, the 
decision of game state is made by pignistic probability: BetP1(threat), BetP2(sub-threat), 
BetP3(sub-good) and BetP4(good). Table 1 shows that only agent p is used to observe the 
match and receive the game state. Table 2 shows the game state with the fusion of the 
observation of agent p and agent d. We can find that the distributed system makes the 
fusion of each agent’s information and produces the more accuracy and more effective game 
state. 
 

  

1

2 
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Fig. 4. Ball state: five cases (  is ball) 
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Pignistic probability Game 
State BetP1 BetP2 BetP3 BetP4 
case 1 0.072856 0.159931 0.224461 0.542753 

case 2 0.058579 0.220646 0.617479 0.103296 

case 3 0.021759 0.856901 0.103349 0.017991 

case 4 0.203953 0.457638 0.251437 0.086973 

case 5 0.639409 0.172916 0.126939 0.060736 

Table 1.  
 

Pignistic probability 
Game State BetP1 BetP2 BetP3 BetP4 

L 0.051437 0.108067 0.147387 0.693109 
case 1 

R 0.083047 0.183288 0.258486 0.475180 
L 0.078714 0.081742 0.617399 0.222144 case 2 R 0.216245 0.505598 0.139411 0.138746 
L 0.119005 0.123862 0.579351 0.177782 

case 3 
R 0.054978 0.837930 0.054657 0.052435 
L 0.125516 0.125686 0.506824 0.241973 

case 4 R 0.241554 0.596728 0.081055 0.080663 
L 0.506455 0.240708 0.172812 0.080025 

case 5 
R 0.636418 0.176342 0.127544 0.059696 

Table 2. (L and R are two direction) 
 

 

(a) (b)

(c) (d)

(e)  
Fig. 5. Five kinds of opponent strategy formation(  is opponent robot) 
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Opponent’s strategy is the other focus. Each robot’s information of opponent team has to be 
obtained. With the information, opponent’s formation and decision are estimated. This is the 
important foundation of our decision-making. On basis of application to SimuroSot, the four 
agents are designed to observe the opponent’s four robots except the goalkeeper. These agents 
have a common internal structure including domain knowledge, a set of hypothesis to be 
considered, and a procedure for assigning a level of belief to each hypothesis. Let Θr = {attack, 
balance, defense} be the frame of discernment. Each agent produces beliefs from opponent’s 
robot position information, the feature vector is opponent robot’s position coordinates: 

{ },i i iS x y= . The fusion center combines beliefs of the four agents in all the hypotheses with 
the Dempster rule and computes combined beliefs. Based on them, the decision center 
produces pignistic probabilities of each hypothesis, so that opponent strategy is estimated. 
The five typical strategy formations is shown in Figure 5. If the right side is us, we can judge 
the opponent’s strategy using decision center’s output, pignistic probability: BetP1(attack), 
BetP2(balance) and BetP3(defense), shown in Table 3. 
 

Pignistic probability Opponent 
strategy 

formation BetP1 BetP2 BetP3 

formation a 0.150022 0.849978 0.849978 

formation b 0.814607 0.185393 0.185393 

formation c 0.282619 0.717381 0.717381 

formation d 0.634057 0.365943 0.365943 

formation e 0.470250 0.529750 0.529750 

Table 3. 

2.3 Summary 
The method of distributed decision based on TBM is presented in this paper. In the system 
architecture, the agents may be homogeneous, or may be heterogamous and do not 
communicate with each other. Each agent is independent and does not be imposed any 
restrictions on the kind of features or information used by itself. The fusion center integrates 
the information provided by all agents and computes the global environment beliefs. The 
decision center uses the probability transformation to produce the final conclusion. 
In the application, we find that there are two key factors of the system operation performance: 
how to choose the frame of discernment and how to extract the features from the environment. 
Therefore, the multi-agent decision system of this paper should depend on the practicality 
characters to design agent’s extracting features and to choose appropriate frame of 
discernment. The decision system must aim at the property of application and assign the 
rational discount factors to agents to improve the accuracy and effectively of this system. 

3. Multi-agent learning reward function based on knowledge 
Markov games and reinforcement learning are main research methods to Multi-Agent 
System (MAS) ((M. L. Littman., 2001) & (Bowling M.; Veloso M., 2004)). Markov game can 
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fit for dealing with MAS coordination and building the dynamic model of multi-agent’s 
interaction. Reinforcement learning is an interactive learning. Q-learning (C. J. C. H. 
Watkons & P. Dayan., 1992), one of reinforcement learning, is the dynamic programming 
learning based on Markov Decision Process (MDP). Applied to multi-agent system, 
reinforcement learning is extended to Markov games. Although reinforcement learning is 
focused on widely by its convergence and biology relativity, it does not work well in 
practice, especially to application to robot. 
Reinforcement learning does not provide the mapping of state and action. After choosing an 
action, an agent is signaled the effect but do not know which is the optimal. Therefore, the 
agent depends on the interacting with environment to collect states, actions, the transition of 
states and reward in order to get the optimal policy. However, in practice, the reward 
received from environment is not immediate, but delayed, so learning becomes more 
difficult within the time-limited. Currently, how to design the reinforcement function, 
which maybe the most difficult to reinforcement learning, is seldom discussed. M. J. Matalic 
designs the reinforcement function by reinforcing multiple goals and using progress 
estimators (M. J. Mataric, 2001). Kousuk INOUE presents reinforcement learning is 
accelerated by using experience information to distill the general rules (Kousuke INOUE, et 
al., 2000). L. P. Kaelbling decomposes the learning task and combines the prior knowledge 
to direct reinforcement learning (W. D. Smart & L. P. Kaelbling., 2002). 
Most research on reinforcement function is depended on application environment. Based on 
environment’s property, learning system reduces complexity and introduces relative 
information to enrich reinforcement function so that the learner can obtain more knowledge 
about environment and itself to process reinforcement learning by. We have the same 
opinion. We design reinforcement function including two aspects: the information of goal 
state and the agent’s action effect. The former is provided by environment, which is the 
interaction information between an agent and environment for accomplishing the special 
task, the latter is that the agent evaluates action effect, which depends on its domain 
knowledge of action ability. In this paper, the simulation game of Robot Soccer is applied. 

3.1 Multi-agent reinforcement learning 
In this section some basic principle of MDP is reviewed and then the formalisms of Markov 
games, which is an extension of MDPs. Q-learning algorithm is also presented, which is 
used to solve MDPs. Minmax-Q algorithm is proposed to solve Markov games. 
a. MDP and Q-learning Algorithm 
Let us consider a single agent interacting with its environment via perception and action. On 
each interaction step the agent senses the current state s of the environment, and chooses an 
action to perform. The action alters the state s of the environment, and a scalar 
reinforcement signal r (a reward or penalty) is provided to the agent to indicate the 
desirability of the resulting state. 
Formally, a MDP is represented by a 4-tuple <S, A, r, T>: S is a set of states, A is a set of 
actions, r is a scalar reinforcement function, r: S×A→R, T is a state transition function, T: 
S×A→S. 
The goal of the agent in the most common formulation of the reinforcement learning 
problem is to learn an optimal policy of actions that maximizes an expected cumulative sum 
of the reinforcement signal for any starting state. The task of an agent with RL is thus to 
learn a policy π: S→A that maps the current state s into the desirable action a to be 
performed in s. 
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The action policy π should be learned through trial-and-error interaction of the agent with 
the environment, which means that the learner must explicitly explore its environment. 
There is at least one optimal policy π* that is stationary and deterministic. One strategy to 
learn the optimal policy π* when the model (T and r) is not known in advance is to allow the 
agent to learn the evaluation function Q: S×A→R. Each Q(s, a) value (or action value for pair 
s, a) represents the expected cost incurred by the agent when taking action at state s and 
following an optimal policy thereafter. 
Q-learning algorithm iteratively approximates Q, provided the system can be modeled as a 
MDP, the reinforcement function is bounded, and actions are chosen so that every state-
action pair is visited an infinite number of times. Q-learning rules (C. J. C. H. Watkons & P. 
Dayan, 1992) are: 

 
'

( , ) ( , )
( max ( ', ') ( , ))

a

Q s a Q s a
r Q s a Q s aα β
← +
+ −  (14) 

Where s is the current state, a is the action performed in s, r(s, a) is the reinforcement 
received after performing a in s, s’ is the new state, β is a discount factor ( 0 1β≤ < ) and α is 
the learning rate ( 0α > ). 
b. MDP and Q-learning Algorithm Markov games and Minmax-Q Algorithm 
Let us consider a specialization of Markov games, which consists of two agents performing 
actions in alternating turns, in a zero-sum game. Let A be the set of possible actions that the 
playing agent A can choose from, and O be the set of actions for the opponent player agent 
O. r(s, o, a) is the immediate reinforcement agent A receives for performing action a∈A in 
state s∈S when its opponent agent O performs action o∈O. 
The goal of agent A is to learn an optimal policy of actions that maximizes its expected 
cumulative sum of discounted reinforcements. However, learning this policy is very 
difficult, since it depends critically on the actions the opponent performs. The solution to 
this problem is to evaluate each policy with respect to the opponent’s strategy that makes it 
look the worst [1]. This idea is the core of Minmax-Q algorithm, which is essentially very 
similar to Q-learning algorithm with a minmax replacing the max function in the definition 
of the state value. 
For deterministic action policies, the value of a state s∈S in a MG is: 

 ( ) maxmin ( , , )
o Oa A

V s Q s a o
∈∈

=  (15) 

And Minmax-Q learning rule is: 

 ( , , ) ( , , )
[ ( , , ) ( ') ( , , )]

Q s a o Q s a o
r s a o V s Q s a oα β

← +
+ −

 (16) 

where s is the current state, a is the action performed by agent A in s, o is the action 
performed by agent O in s, Q(s, a, o) is the expected discounted reinforcement for taking 
action a when Agent O performs o in state s, and continuing the optimal policy thereafter, 
r(s, o, a) is the reinforcement received by agent A, s’ is the new state, β is a discount factor 
( 0 1β≤ < ) and α is the learning rate ( 0α > ). 
For non-deterministic action policies, a more general formulation of Minmax-Q has been 
formally defined elsewhere. 
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3.2 Reinforcement function based on knowledge 
Reinforcement learning systems learn a mapping from situations to actions by trial-and-
error interactions with a dynamic environment. The goal of reinforcement learning is 
defined using the concept of a reinforcement function, which is the exact function of future 
reinforcements the agent seeks to maximize. In other words, there exists a mapping from 
state/action pairs to reinforcements; after performing an action in a given state the learner 
agent will receive some reinforcement (reward) in the form of a scalar value. The agent 
learns to perform actions that will maximize the sum of the reinforcements received when 
starting from some initial state and proceeding to a terminal state. 
Perhaps, design of reinforcement is the most difficult aspect of setting up a reinforcement 
learning system. The action performed by the learner not only receives an immediate 
reward but also transits the environment to a new state. Therefore, the learning has to 
consider both the immediate reward and the future reinforcement caused by the current 
action. Nowadays, much of reinforcement learning work uses two types of reward: 
immediate, and very delayed. In reinforcement learning system, immediate reinforcement, 
when available, is the most effective. And delayed reinforcement requires introduction of 
sub-goal so that learning is performed within time-limited. Reinforcement learning is a 
feedback algorithm, so it is not good for long-term goal but more effective to the near goals. 
A learner can introduce medium-term goals and distributing task so as to accelerate the 
learning rate and increase the learning efficiency. 
In traditional reinforcement learning, the agent-environment interaction can be modeled as 
a MDP, in which agent and environment are synchronized finite state automata. However, 
in real-world, the environment and agent states change asynchronously, in response to 
events. Events take various amounts of time to execute: the same event (as perceived by the 
agent) can vary in duration under different circumstances and have different consequences. 
Reinforcement learning gives the reward to what are caused by and in control of the agent. 
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Fig. 5. Learning Model 

Instead of encoding knowledge explicitly, reinforcement learning hides it in the 
reinforcement function which usually employs some ad hoc embedding of the semantics of 
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the domain. We divide this reinforcement information involving domain knowledge into 
two types: 
• The global goal’s reward; 
• The agent action effect’s reward. 
In each state, a learner agent chooses an appropriate action and performs it to environment, 
which is transited to a new state. On the one hand, the agent depends on the task to judge 
the environment and receives the global goal reward; on the other hand, based on the 
agent’s domain knowledge about its action ability, it compares performance effect and 
obtains the reward of action. The reinforcement function that we design combines the global 
environment’s reinforcement and the agent action’s reinforcement. The reinforcement 
learning model with this reinforcement function is shown in Figure 5. 

3.3 Experiments 
a. Experimental Environment 

We adopted the Robot Soccer to perform our experiments. Robot Soccer is a typical MAS: 
robots is the agents, the playground and ball are thought as environment. 
State, actions of multi-agent learning are design as follows:  
• S = {threat, sub-threat, sub-good, good}; 
• Home agents’ A = {Shoot, Attack, Defend, More-defend}; 
• Opponent agents’ O = {Shoot, Attack, Defend, More-defend} 
In traditional reinforcement learning, reinforcement function is usually developed that 
reward is +1 if home team scored; reward is -1 if opponent team scored. Instead of it, we 
design the reinforcement function including two kinds of information: game goal 
reinforcement and robot’s action effect reinforcement. 
In play, game goal reinforcement information is the reward received by score of both sides. 
The rewards signal rs, is defined as: 

 
,            

- ,     0
0,                      

s

c our team scored
r c opponent team scored c

otherwise

⎧
⎪= >⎨
⎪
⎩

 (17) 

And, reinforcement information of the robot’s action effect is that, after performing each 
action, the robot receives the reward signal ra, which involves the robot’s domain 
knowledge about each action and evaluates the action effect.  

 
 

0,
0  a
d action success

r d
action unsuccesss

⎧
= >⎨
⎩

 (18) 

The combination reinforcement function considers the two kinds of reward and sums them 
with weighting their values constants appropriately. 

 
, 0, ( ) 1

s s a a

s a s a

R r rω ω
ω ω ω ω
= +

≥ + =
i i

 (19) 

Thus, the robot agent evaluates its policy using comprehensive reinforcement. With learning 
continually, the agent improves its policy and increases its ability. 
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b. Experimental Result 

We use SimuroSot, one of simulation match provided by FIRA [11] to conduct the 
experiments. In experiments, In order to evaluate the effectiveness of the reinforcement 
function presented in this paper, we compare its performance against traditional 
reinforcement function.  
traditional reinforcement function: 

 
1 hom   

-1   
e team scored

R
opponent team scored

+⎧
= ⎨
⎩

 (20) 

reinforcement function based on knowledge: 

 s s a aR r rω ω= +i i  (21) 

There are two group experiments. In experiment 1, the home team uses the conventional Q-
learning. In experiment 2, the home team uses the Minmax-Q algorithm of Markov Games. 
The opponent team uses fix strategy. The team size is 1. 
The parameters used in the algorithms were set at: β = 0.9, initial value of α = 1.0, α decline 
= 0.9. In Q-learning, initial value of Q-table = 0. In Minmax-Q algorithm, initial value of Q-
table = 1. 
In experiment, we define that the appropriate policy is: s1→a1,s2→a2, s3→a3, s4→a4. For Q-
learning algorithm, we save several Q-values, which are Q(s1,a1), Q(s2,a2), Q(s3,a3), Q(s4,a4). 
And for Minmax-Q algorithm, we save Q-values, which are 1 1( , , )

o O
MinQ s a o
∈

, 2 2( , , )
o O
MinQ s a o
∈

, 
3 3( , , )

o O
MinQ s a o
∈

 and 4 4( , , )
o O
MinQ s a o
∈

. 
During more than 1000 steps learning, we analyze their results. Q-learning with the two 
kinds of reinforcement function all can converge to appropriate policy, but the former needs 
long time. In Minmax-Q algorithm, it can get to appropriate policy with knowledge-base 
reinforcement function, while it does not learn appropriate policy with traditional 
reinforcement function even if spending too long time. We choose the same Minmax-Q 
value to observe. 
The results of Q-learning are shown in Figure 6. The results of Minmax-Q are shown in 
Figure 7. Thereinto, Figure 5(a) and Figure 6(a) are respectively the learning with traditional 
reinforcement function; Figure 5(b) and Figure 6(b) are respectively the learning with  
 

0 200 400 600 800 1000 1200 1400

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

 a 1
 a 2
 a 3
 a 4

Q
_V

al
ue

s

lea rn ing steps  
0 200 400 600 800 1000

0.0

0.1

0.2

0.3

0.4

0.5

0.6

 a1
 a2
 a3
 a4

Q
_V

al
ue

s

learning steps  
           (a)                   (b) 

Fig. 6 (a). Q-learning algorithm with the traditional reinforcement function; (b). Q-learning 
algorithm with the knowledge-base reinforcement function 
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Fig. 7 (a). Minmax-Q algorithm with the traditional reinforcement function; (b). Minmax-Q 
algorithm with the knowledge-base reinforcement function 
knowledge-base reinforcement function. Obviously, we can observe that learning with 
traditional reinforcement function has worse convergence and still has many unstable 
factors at end of experiment, while the learning with knowledge-base reinforcement 
function converges rapidly and it gets to stable value about half time of experiment. 
Therefore, with the external knowledge (environment information) and internal knowledge 
(action effect information), multi-agent learning has better performance and effectivity. 

3.4 Summary 
When Multi-agent learning is applied to real environment, it is very important to design the 
reinforcement function that is appropriate to environment and learner. We think that the 
learning agent must take advantage of the information including environment and itself 
domain knowledge to integrate the comprehensive reinforcement information. This paper 
presents the reinforcement function based on knowledge, with which the learner not only 
pays more attention to environment transition but also evaluates its action performance 
each step. Therefore, the reinforcement information of multi-agent learning becomes more 
abundant and comprehensive, so that the leaning can converge rapidly and become more 
stable. From experiment, it is obviously that multi-agent learning with knowledge-base 
reinforcement function has better performance than traditional reinforcement. However, we 
should point out, how to design the reinforcement must depend on the application 
background of multi-agent learning system. Different task, different action effect and 
different environments are the key factors to influence multi-agent learning. Hence, differ 
from traditional reinforcement function; the reinforcement function is build by the 
characteristic based on real environment and learner action. 

4. Distributed multi-agent reinforcement learning and its application in multi-
robot 
Multi-agent coordination is mainly based on agents’ learning abilities under distributed 
environment ((Yang, X. M. Li, & X. M. Xu, 2001), (Y. Chang, T. Ho, & L. P. Kaelbling, 2003), 
(Kok, J. R. & Vlassis, N., 2006)). In this section, a multi-agent coordination based on 
distributed reinforcement learning is proposed. In this way, a coordination agent 
decomposes the global task of system into several sub-tasks and applies the central 
reinforcement learning to distribute these sub-tasks to task agents. Each task agent uses the 
individual reinforcement learning to choose its action and accomplish its sub-task. 
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4.1 Distributed reinforcement learning of MAS 
Currently, research on distributed reinforcement learning of MAS mainly includes the 
central reinforcement learning (CRL), the individual reinforcement learning (IRL), the group 
reinforcement learning (GRL) and the social reinforcement learning (SRL) (Zhong Yu; 
Zhang Rubo & Gu Guochang, 2003). 
The CRL aims at the coordinating mechanism of MAS and adopts the standard 
reinforcement learning algorithm to accomplish an optimal coordination. The distributed 
problem of the system is focused on and resolved by learning centrally. In a CRL, the whole 
state of MAS is the input and the action assignment of every agent is the output. The agents 
in CRL system are not the learning unit but an actuator unit to perform the orders of the 
learning unit passively. The structure of CRL is shown in Figure 8. 
 

learning 
unit 

environment
state 

combined
action actuator

(agents)

action 

reinforcement 

 
Fig. 8. the structure of CRL 
In IRL, all agents are the learning units. They perceive the environment state and choose the 
actions to receive the maximized reward. An IRL agent does not care about other agents’ 
states and only considers its reward to choose the action, so it is selfish and the learning 
system has difficulty in attaining the global optimal goal. However, the IRL has strong 
independence and is easy to add or reduce the agents dynamically. Also the number of 
agents has less effect on learning convergence. The structure of IRL is shown in Figure 9. 
 

agent 1 

agent n 
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Fig. 9. the structure of IRL 

The GRL regards all agents’ states and actions as the combined states and actions. In a GRL, 
the Q-table of each agent maps the combined states into the combined actions. A GRL agent 
must consider other agents’ states and choose its action based on the global reward. The 
GRL has an enormous state space and action space, so it would learn much more slowly as 
the number of agents grew, which is not feasible. The structure of GRL is shown in  
Figure 10.   
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Fig. 10. the structure of GRL 
SRL is thought as the extension of IRL. It is the combination of IRL, social models and 
economical models. The SRL simulates the individual interaction of human society and 
builds the social model or economical model. In SRL, the methodology of management and 
sociology is introduced to adjust the relation of agents and produces more effective 
communication, cooperation and competition mechanisms so as to attain the learning goal 
of the whole system.  

4.2 Multi-agent coordination based on reinforcement learning 
In this section, the multi-agent coordination based on distributed reinforcement learning is 
proposed, which is shown in Figure 11. This coordination method is a hierarchical structure: 
coordination level and behavioral level. The complicated task is decomposed and 
distributed to the two levels for learning. 
 

  

coordination
agent 

task agent 1

task agent 2

task agent n

sub-tasksenvironment
state

action

reinforcement  
Fig. 11. the structure of multi-agent coordination based on distributed reinforcement 
learning 
a. Coordination Level 

Coordination level decomposes the complicated task into several sub-tasks firstly. Let 
{ }1 2, , , mP p p p= … be a set of strategies of coordination agent, where ip ( 1 i m≤ ≤ ) is the 

element of the set of strategies and corresponds to the assignment of sub-tasks. Based on the 
environment state, coordination agent adopts CRL to choose the appropriate strategy and 
distributes the sub-tasks to task agents. The update for coordination agent’s Q function can 
be written: 
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where s is the current state, p is the strategy chosen by coordination agent in s, rp is the 
reward signal received by coordination agent, s’ is the next state, αp is the learning rate of 
coordination agent, β is the discount factor. 

b. Behavioral Level  

In behavioral level, all task agents have a common internal structure. Let A be the action set 
of task agents. Each sub-task corresponding an action sub-set, kSA A⊆ , is assigned to a task 
agent. According to the sub-task, each task agent k ( 1 k n≤ ≤ ) adopts the IRL to choose its 
action, k

ka SA∈ , and performs it to environment. The update for Q function of task agent k 
is written: 
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where s is the current state, ak is the action performed by task agent k in s, rk is the 
reinforcement signal received by task agent k, s’ is the next state, αk is the learning rate of 
task agent k, β is the discount factor. 

c. Reinforcement assignment 

The reinforcement assignment is that the reinforcement signal received from environment is 
assigned to all agents in distributed system according to the effective method. In this paper, 
we design a heterogeneous reinforcement function: global task reinforcement and sub-tasks’ 
coordination effect reinforcement. 
Coordination agent is responsible to decide the high-level strategies and focuses on the 
global task achievement. Simultaneously, it arranges the sub-tasks to all task agents. So its 
reinforcement information includes both the global task and sub-tasks’ coordination effect. 
All task agents coordinate and cooperate so as to take their actions to accomplish the high-
level strategies. So their learning is evaluated by sub-tasks’ coordination effect. 

4.3 Experiments and results 
The SimuroSot simulation platform [10] is applied to the evaluation of our proposed 
method. In this simulation platform, the simulation system provides the environment 
information (ball’s and all robots’ position information), from which the strategic system 
makes decision to control each robot’s action and perform it to the game. 
In the distributed reinforcement learning system, the state set is defined to S = {threat, sub-
threat, sub-good, good}. In the coordination level, the strategy set of coordination agent is 
defined to H = {hard-defend, defend, offend, strong-offend}. In the behavioral level, the 
action set of task agents is defined to A = {guard, resist, attack, shoot}.  
The global goal of games is to encourage home team’s scoring and avoid opponent team’s 
scoring. The reward of global goal is defined:  
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The reinforcement of sub-tasks’ coordination effect is to evaluate the home team’s strategies, 
which includes the domain knowledge of each strategy. It is defined: 
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Coordination agent sums the two kinds of reinforcement, weighting their values constants 
appropriately, so its reinforcement function, Rc, is defined: 
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Task agents cooperate and take their actions to accomplish the team strategies. Their 
reinforcement function, Rm, is defined:   m aR r=  
The parameters used in the algorithm are set at : β = 0.9, initial value of α = 1.0, α decline = 
0.9, initial value of Q-table = 0. 
There are two groups in experiments. The conventional reinforcement learning (group 1) 
and our proposed distributed reinforcement learning (group 2) are applied to the home 
team respectively. The opponent team uses random strategy. The team size is 2. 
The results of group 1 are shown in Figure 12a and Figure 12b respectively. During the 
simulation, the convergence of Q-learning has worse performance. Two Robots cannot learn 
the deterministic action policies. 
In group 2, Figure 13a shows the Q-value of the coordination agent, which convergent 
rapidly. From the Q’s maximum, coordination agent can get the effective and feasible result. 
Figure 13b and Figure 13c describe two Robots’ Q values respectively, which are 
convergent. Robots can get deterministic policy to choose actions. 

4.4 Summary 
With agents’ coordination and cooperation, MAS adopts multi-agent learning to accomplish 
the complicated tasks that the single agent is not competent for. Multi-agent learning 
provides not only the learning ability of individual agent, but also the coordination learning 
of all agents. Coordination agent decomposes the complicated task into sub-tasks and 
adopts the CRL to choose the appropriate strategy for distributing the subtasks. Task agents 
adopt the IRL to choose the effective actions to achieve the complicated task. With 
application and experiments in robot soccer, this method has better performance than the 
conventional reinforcement learning. 
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Fig. 12a. Q-values of Robot 1 in group 1 
 

 
Fig. 12b. Q-values of Robot 2 in group 1 
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Fig. 13a. Q-values of coordination agent in group 2 

 
Fig. 13b. Q-values of Robot 1 in group 2      
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Fig. 13c. Q-values of Robot 2 in group 2 

5. Multi-robot coordination framework based on Markov games 
The emphasis of MAS enables the agents to accomplish the complicated tasks or resolve the 
complex problems with their negotiation, coordination and cooperation. Games and 
learning are the inherence mechanism of the agents' collaboration. On the one side, within 
rational restriction, agents choose the optimal actions by interacting each other. On the other 
side, based on the information of environment and other agents' actions, agents adopt the 
learning to deal with the special problem or fulfill the distributed task. 
At present, research on multi-agent learning lacks the mature theory. Littman takes the 
games as the framework of multi-agent learning (M. L. Littman, 1994). He presents the 
Minmax Q-learning to resolve the zero-sum Markovgames, which only fit to deal with the 
agents' competition. The coordination of MAS enables the agents not only to accomplish the 
task cooperatively, but also to resolve the competition with opponents effectively. On the 
basis of Littman's multi-agent game and learning, we analyze the different relationship of 
agents and present a layered multi-agent coordination framework, which includes both their 
competition and cooperation. 

5.1 Multi-agent coordination based on Markov games 
Because of the interaction of cooperation and competition, all agents in the environment are 
divided into several teams. The agents are teammates if they are cooperative. Different 
agent teams are competitive. Two kinds of Markov games are adopted to cope with the 
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different interaction: zero-sum games are used to the competition between different agent 
teams; team games are applied to the teammates' cooperation. 
a. Team level: zero-sum Markov games 

Zero-sum Markov games are a well-studied specialization of Markov games in which two 
agents have diametrically opposed goals. Let agent A and agent O be the two agents within 
zero-sum game. For a∈A , o∈O (A and O are the action sets of agent A and agent O 
respectively) and s∈S (S is the state set), R1(s, a, o) = - R2(s, a, o). Therefore, there is only a 
single reward function R1, which agent A tries to maximize and agent O tries to minimize. 
Zero-sum games can also be called adversarial or fully competitive for this reason. 
Within a Nash equilibrium of zero-sum game, each policy is evaluated with respect to the 
opposing policy that makes it look the worst. Minmax Q-learning (M. L. Littman, 1994) is a 
reinforcement learning algorithm specifically designed for zero-sum games. The essence of 
minimax is that behave so as to maximize your reward in the worst case. The value function, 
V(s), is the expected reward for the optimal policy starting from state s. Q(s, a, o) is the 
expected reward for taking action a when the opponent chooses o from state s and 
continuing optimally thereafter.  
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The update rule for minimax Q-learning can be written: 
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In MAS, there are several competitive agent-teams. Each of teams has a team commander to 
be responsible for making decision. Therefore, two teams’ competition simplifies the 
competition between two Team-commanders, which adopt the zero-sum Markov games. 

b. Member level: team Markov games 

In team Markov games, agents have precisely the same goals. Supposed that there are n 
agents, for a1∈A1, a2∈A2,…, an∈An, and s∈S, R1(s, a1, a2,…,an) = R2(s, a1, a2,…,an) = …. 
Therefore, there is only a single reward function R1, which all agents try to maximize 
together. Team games can also be called coordination games or fully cooperative games for 
this reason. 
 Team Q-learning (Michael L. Littman., 2001) is a reinforcement learning algorithm 
specifically designed for team games. In team games, because every reward received by 
agent 1 is received by all agents, we have that Q1=Q2=…=Qn. Therefore, only one Q-
function needs to be learned. The value function is defined: 
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The update rule for team Q-learning can be written: 

 1 1 1 1
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In MAS, an agent team consists of the agents that have the same goal. Because of 
cooperation in a team, agents adopt team Markov game to cooperate each other to 
accomplish the task. 
We present the multi-agent coordination framework shown in Figure 14. Based on the 
environment information and opponent information, Team commander applies zero-sum 
Markov game to make decision of the team level. According to team commander’s 
strategies, member agents use the team Markov game to make the decision of member level, 
performing their actions to environment. 
 

 Zero-sum Markov game

Member 
agent 1 

Member 
agent n 

Team 

commander 

Dynamic 

Environment

Team Markov game

reward

state

action
 

Fig. 14. Multi-agent coordination framework 

Team commander’s strategies aim at the environment and opponent team. Also, these 
strategies arrange different actions’ choice scope to all member agents. Team commander 
decomposes the complex task to several strategies. Each of them divides member agents into 
different roles, which are according to basic skills of member agents. Each member agent 
carries out its skill by learning. 
The decomposition of task and arrangement of roles are designed based on application 
system and domain knowledge. How to make decision and accomplish task is learned by 
multi-agent coordination framework. 

5.2 Experiment and results 
a. Experiment setup 

Robot soccer is a typical MAS. SimuroSot simulation platform is applied to evaluate our 
proposed method.  Ball and playground is environment. Robots are agents. We define the 
state set, S = {threat, sub-threat, sub-good, good}. The opponent team situation is defined to 
O = {hard-defend, defend, offend, strong-offend}. In the team commander, there is a team-
level strategy set, H = {hard-defend, defend, offend, strong-offend}. Each member agent has 
the action set, A = {guard, resist, attack, shoot}. Each team level strategy corresponds to a 
team formation and arranges the roles of all member agents. 
In multi-agent learning, traditional reinforcement function is usually developed that reward 
is +1 if the home team scored; reward is -1 if the opponent team scored. In order to 
accelerate learning, we design a heterogeneous reinforcement function, which reinforces 
multiple goals including global and local goals. 
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(a) 

 
(b) 

Fig. 15. Q-values of Robot 1, 2  in experiment 1 
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Fig. 16a. Q-values of Team commander in experiment 2 
 

 
(b) 
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(c) 

Fig. 16b-c. Q-values of Robot 1, 2 in experiment 2  

The global goal of match is to encourage home team’s scoring and avoid opponent team’s 
scoring. The reward of global goal is defined:  
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The local goals are to achieve home team’s cooperative strategies. This reinforcement 
includes the domain knowledge and evaluates member agents’ cooperative effect. It is 
defined: 
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Team commander sums the two kinds of reinforcement, weighting their values constants 
appropriately, so its reinforcement function, Rc, is defined: 
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In member level, team games focus on the cooperation of member agents. Its reinforcement 
function, Rm, is defined: 

 m aR r=  (33) 

b. Results 

There are two group experiments. In experiment 1, the home team uses the conventional Q-
learning. In experiment 2, the home team uses our proposed method. The opponent team 
uses fix strategy. The team size is 2.  
The results of experiment 1 are shown in Figure 4a and Figure 4b respectively. The learning 
of two Robots has worse convergence and still has many unstable factors at the end of 
experiment. In the results of experiment 2, Figure 5a shows zero-sum game performance of 
the team commander. The values of ( , , )i jo O

MinQ s h o
∈

(i, j = 1, 2, 3, 4) are recorded. They are 

 convergent rapidly. Team commander gets the effective and rational strategy. Figure 5b 
and Figure 5c describe two Robots’ Q values, ( , , )i ja A

MinQ s a a
∈

 and ( , , )i ja A
MinQ s a a
∈

(i, j = 1, 2, 3, 

4) respectively, which are convergent. Robots can get deterministic policy to choose actions. 

5.3 Summary 
In multi-agent environment, neglecting the agents’ interaction of competition and 
cooperation, multi-agent learning can not acquire the better performance. This paper 
proposed a multi-agent coordination framework based on Markov game, in which team 
level adopts zero-sum game to resolve competition with opponent team and member level 
adopts team game to accomplish agents’ cooperation. By applying the proposed method to 
Robot Soccer, its performance is better than the conventional Q-learning. However, this 
paper only discusses two agent teams’ relationship. How to deal with the games and 
learning of multiple agent teams in multi-agent environment will confront with more 
challenges and difficulties. 
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1. Introduction

In recent years, the study of social insects and other animals has revealed that collectively,
the relatively simple individuals in these self-organized societies can solve various complex
and large problems using only a few behavioural rules (Camazine et al., 2001). In
these self-organized systems, individual agents may have limited cognitive, sensing and
communication capabilities, but they are collectively capable of solving complex and large
problems, e.g., coordinated nest construction of honey-bees, collective defence of school
fish from a predator attack. Since the discovery of these collective behavioural patterns
of self-organized societies, scientists have also observed modulation of behaviours on the
individual level (Garnier et al., 2007). One of the most notable self-regulatory processes in
biological social systems is the division of labour (DOL) (Sendova-Franks & Franks, 1999) by
which a larger task is divided into a number of small subtasks and each subtask is performed
by a separate individual or a group of individuals. Task-specialization is an integral part of
DOL where a worker does not perform all tasks, but rather specializes in a set of tasks,
according to its morphology, age, or chance (Bonabeau et al., 1999). DOL is also characterized
by plasticity which means that the removal of one group of workers is quickly compensated
for by other workers. Thus distribution of workers among different concurrent tasks keeps
changing according to the environmental and internal conditions of a colony.
In artificial social systems, like multi-agent or multi-robot systems, the term “division of
labour” is often synonymous to “task-allocation” (Shen et al., 2001). In robotics, this is called
multi-robot task allocation (MRTA) which is generally identified as the question of assigning
tasks to appropriate robots considering changes in task-requirements, environment and the
performance of other team members. The additional complexities of the distributed MRTA
problem, over traditional MRTA, arise from the fact that robots have limited capabilities to
sense, to communicate and to interact locally. In this chapter, we present this issue of DOL
as a relevant self-regulatory process in both biological and artificial social systems. We have
used the terms DOL and MRTA (or simply, task-allocation) interchangeably.
Traditionally, task allocation in multi-agent systems has been dominated by explicit and
self-organized task-allocation approaches. Explicit approaches, e.g. intentional cooperation
(Parker, 2008), use of dynamic role assignment (Chaimowicz et al., 2002) and market-based
bidding approach (Dias et al., 2006) are intuitive, comparatively straight forward to design
and implement and can be analysed formally. However, these approaches typically works
well only when the number of robots are small (≤ 10) (Lerman et al., 2006). On the other
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hand bio-inspired self-organized task-allocation relies on the emergent group behaviours,
such as emergent cooperation (Kube & Zhang, 1993), or adaptation rules (Liu et al., 2007).
These solutions are more robust and scalable to large team sizes. However, they are difficult
to design, to analyse formally and to implement in real robots. Existing research using this
approach typically limit their focus on one specific global task (Gerkey & Mataric, 2004).
Within the context of the Engineering and Physical Sciences Research Council (EPSRC)
project, “Defying the Rules: How Self-regulatory Systems Work”, we have proposed to
solve the above mentioned self-regulated DOL problem in an alternate way (Arcaute et al.,
2008). Our approach is inspired from the studies of emergence of task-allocation in both
biological and human social systems. We have proposed four generic requirements to
explain self-regulation in those social systems. These four requirements are: continuous flow
of information, concurrency, learning and forgetting. Primarily, these requirements enable an
individuals actions to contribute positively to the performance of the group. In order to use
these requirements for control on an individual level, we have developed a formal model
of self-regulated DOL, called the attractive field model (AFM). Section 2 reviews our generic
requirements of self-organization and AFM.
In biological social systems, communication among the group members and sensing
the task-in-progress, are two key components of self-organized DOL. In robotics,
existing self-organized task-allocation methods rely heavily upon local sensing and local
communication of individuals for achieving self-organized task-allocation. However,
AFM differs significantly in this point by avoiding the strong dependence on the local
communications and interactions. AFM requires a system-wide continuous flow of
information about tasks, agent states etc. but this can be achieved by using both centralized
and decentralized communication modes under explicit and implicit communication
strategies.
In order to enable continuous flow of information in our multi-robot system, we
have implemented two types of sensing and communication strategies inspired by the
self-regulatedDOL found in two types of social wasps: polistes and polybia (Jeanne et al., 1999).
Depending on the group size, these species follow different strategies for communication and
sensing of tasks. Polistes wasps are called the independent founders in which reproductive
females establish colonies alone or in small groups (in the order of 102), but independent of
any sterile workers. On the other hand, polybia wasps are called the swarm founders where
a swarm of workers and queens initiate colonies consisting of several hundreds to millions
of individuals. The most notable difference in the organization of work of these two social
wasps is: independent founders do not rely on any cooperative task performance while
swarm founders interact with each-other locally to accomplish their tasks. The work mode of
independent founders can be considered as global sensing - no communication (GSNC)where the
individuals sense the task requirements throughout a small colony and do these tasks without
communicating with each other. On the other hand, the work mode of swarm founders can be
treated as local sensing - local communication (LSLC)where the individuals can only sense tasks
locally due to large colony-size and they can communicate locally to exchange information,
e.g. task-requirements (although their exact mechanism is unknown). In this chapter, we
have used these two sensing and communication strategies to compare the performance of
the self-regulated DOL of our robots under AFM.
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Fig. 1. The attractive filed model (AFM)

2. The attractive field model

Inspired from the DOL in ants, humans and robots, we have proposed the following necessary
and sufficient set of four requirements for self-regulation in social systems.
Requirement 1: Concurrence. The simultaneous presence of several task options is necessary
in order to meaningfully say that the system has organised into a recognisable structure. In
task-allocation terms the minimum requirement is a single task as well as the option of not
performing any task.
Requirement 2: Continuous flow of information. Self-organised social systems establish a
flow of information over the period of time when self-organisation can be defined. The task
information provides the basis on which the agents self-organise by enabling them to perceive
tasks and receive feedback on system performance.
Requirement 3: Sensitization. The system must have a way of representing the structure
produced by self-organisation, in terms of MRTA, which tasks the robots are allocated. One of
the simplest ways of representing this information is an individual preference parameter for
each task-robot combination. A system where each robot has different levels of preference or
sensitivity to the available tasks, can be said to have to embody a distinct organisation through
differentiation.
Requirement 4: Forgetting. When a system self-organises by repeated increases in individual
sensitisation levels, it is also necessary, in order to avoid saturation, to have a mechanism by
which the sensitisation levels are reduced or forgotten. Forgetting also allows flexibility in the
system, in that the structure can change as certain tasks become important and other tasks
become less so.
Building on the requirements for self-organised social systems, AFM formalises these
requirements in terms of the relationships between properties of individual agents and of the
system as a whole Arcaute+2008. AFM is a bipartite network, i.e. there are two different types
of nodes. One set of nodes describes the sources of the attractive fields, the tasks, and the other
set describes the agents. Edges only exist between different types of nodes and they encode
the strength of the attractive field as perceived by the agent. There are no edges between agent
nodes. All communication is considered part of the attractive fields. There is also a permanent
field representing the no-task option of not working in any of the available tasks. This option
is modelled as a random walk. The model is presented graphically in Fig. 1. The elements are
depicted as follows. Source nodes (o) are tasks to be allocated to agents. Agent nodes (x) e.g.,
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ants, humans, or robots. Black solid edges represent the attractive fields and correspond to an
agent’s perceived stimuli from each task. Green edges represent the attractive field of the ever
present no-task option, represented as a particular task (w). The red lines are not edges, but
represent how each agent is allocated to a single task at any point in time. The edges of the
AFM network are weighted and the value of this weight describes the strength of the stimulus
as perceived by the agent. In a spatial representation of the model, the strength of the field
depends on the physical distance of the agent to the source. In information-based models, the
distance can represent an agent’s level of understanding of that task. The strength of a field
is increased through the sensitisation of the agent through experience with performing the
task. This elements is not depicted explicitly in Figure 1 but is represented in the weights of
the edges. In summary, from the above diagram of the network, we can see that each of the
agents is connected to each of the tasks. This means that even if an agent is currently involved
in a task, the probability that it stops doing it in order to pursue a different task, or to random
walk, is always non-zero.
AFM assumed a repeated task selection by individual agents. The probability of an agent
choosing to perform a task is proportional to the strength of the task’s attractive field, as given
by Equation 1.

Pi
j =

Sij

∑
J
j=0 S

i
j

where, Si0 = SiRW (1)

Equation 1 states that the probability of an agent, i, selecting a task, j, is proportional to the
stimulus, Sij, perceived from that task, with the sum of all the task stimuli normalised to 1.
The strength of an attractive field varies according to how sensitive the agent is to that task,
kij, the distance between the task and the agent, dij, and the urgency, φj of the task. In order to
give a clear edge to each field, its value is modulated by the hyperbolic tangent function, tanh.
Equation 2 formalises this part of AFM.

Sij = tanh{
kij

dij + δ
φj} (2)

Eqation 2, used small constant δ, called delta distance, to avoid division by zero, in the case
when a robot has reached to a task.
Equation 3 shows how AFM handles the the no-task, or random walk, option. The strength
of the stimuli of the random walk task depends on the strengths of the fields real tasks. In
particular, when the other tasks have a low overall level of sensitisation, i.e., relatively weak
fields, the strength of the random walk field if relatively high. On the other hand, when the
agent is highly sensitised, the strength of the random walk field becomes relatively low. We
use J to denote the number of real tasks. AFM effectively considers random walking as an
ever present additional task. Thus the total number of tasks becomes J + 1.

SiRW = tanh

⎧⎨
⎩1−

∑
J
j=1 S

i
j

J + 1

⎫⎬
⎭ (3)

A task j has an associated urgency φj indicating its relative importance over time. If an agent
attends a task j in time step t, the value of φj will decrease by an amount δφINC in the time-step
t+ 1. On the other hand, if a task has not been served by any of the agents in time-step t, φj
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will increase by a different amount, δφDEC in time-step t+ 1. This behaviour is formalised in
Equations 4 and 5.

I f the task is not being done : φj,t+1 → φj,t + δφINC (4)

I f the task is being done : φj,t+1 → φj,t − n δφDEC (5)

Equation 4 refers to a case where no agent attends to task j and Equation 5 to the case where
n agents are concurrently performing task j.
In order to complete a task, an agent needs to be within a fixed distance of that task. When
an agent performs a task, it learns about it and this will increases the probability of that agent
selecting that task in the future. This is done by increasing its sensitization to the task by a
fixed amount, kINC. The variable affinity of an agent, i, to a task, j, is called its sensitization to
that task and is denoted kij. If an agent, i, does not do a task j, kij is decreased by a different
fixed amount, kDEC . This behaviour is formalised in Equations 6 and 7.

I f task is done : kij → kij + kINC (6)

I f task is not done : kij → kij − kDEC (7)

2.1 A robotic interpretation of AFM
The interpretation of AFM in a multi-robot system follows the above mentioned generic
interpretation. Each robot is modelled as an agent and each task is modelled as a spatial
location. The robots repeatedly select tasks and if the robot is outside a fixed task boundary, it
navigates towards the task. If the robot is within the task boundary it remains there until the
end of the time step when a new (or the same) task is selected. The distance between a task
and a robot is simply the physical distance and the sensitivities are recorded as specific values
on each robot. The urgency values of the tasks are calculated based on the number of robots
attending each task and the updated urgency values are communicated to the robots.
The sensing of the distance between the tasks and robots as well as the communication of
urgency values are non-trivial in a robotic system. Both the sensing and communication can
be done either locally by the individual robots or centrally, through an overhead camera and
a global communication network.

3. Communication in biological social systems

Communication plays a central role in self-regulated DOL of biological social systems. In this
section, communication among social insects are briefly reviewed.

3.1 Purposes, modalities and ranges
Communication in biological societies serves many closely related social purposes. Most P2P
communication include: recruitment to a new food source or nest site, exchange of food
particles, recognition of individuals, simple attraction, grooming, sexual communication. In
addition to that colony-level broadcast communication include: alarm signal, territorial and
home range signals and nest markers (Holldobler &Wilson, 1990).
Biological social insects use different modalities to establish social communication, such
as, sound, vision, chemical, tactile, electric and so forth. Sound waves can travel a long
distance and thus they are suitable for advertising signals. They are also best for transmitting
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Fig. 2. Pheromone active space observed in ants, reproduced from Holldobler & Wilson
(1990).

complicated information quickly (Slater, 1986). Visual signals can travel more rapidly than
sound, but they are limited by the physical size or line of sight of an animal. They also do not
travel around obstacles. Thus they are suitable for short-distance private signals.
In ants and some other social insects, chemical communication is predominant
(Holldobler & Wilson, 1990). A pheromone is a chemical substance, usually a type of
glandular secretion, used for communication within species. One individual releases it as
a signal and others respond to it after tasting or smelling. Using pheromones individuals
can code quite complicated messages in smells. If wind and other conditions are favourable,
this type of signals emitted by such a tiny species can be detected from several kilometres
away. Thus chemical signals are extremely economical of their production and transmission.
But they are quite slow to diffuse away. But ants and other social insects manage to create
sequential and compound messages either by a graded reaction of different concentrations of
same substance or by blends of signals.
Tactile communication is also widely observed in ants and other species typically by using
their body antennae and forelegs. It is observed that in ants touch is primarily used for
receiving information rather than informing something. It is usually found as an invitation
behaviour in worker recruitment process. When an ant intends to recruit a nest-mate for
foraging or other tasks it runs upto a nest-mate and beats her body very lightly with antennae
and forelegs. The recruiter then runs to a recently laid pheromone trail or lays a new one.
In underwater environment some fishes and other species also communicate through electric
signals where their nerves and muscles work as batteries. They use continuous or intermittent
pulses with different frequencies to learn about environment and to convey their identity and
aggression messages.

3.2 Signal active space and locality
The concept of active space (AS) is widely used to describe the propagation of signals by
species. In a network environment of signal emitters and receivers, active space is defined as
the area encompassed by the signal during the course of transmission (McGregor & Peake,
2000). The concept of active space is described somewhat differently in case some social
insects. In case of ants, this active space is defined as a zone within which the concentration of
pheromone (or any other behaviourally active chemical substances) is at or above threshold
concentration (Holldobler & Wilson, 1990).
Fig. 2 shows the use of active spaces of two species of ants: (a) Atta texana and (b) Myrmicaria
eumenoides. The former one uses two different concentrations of 4-methyl-3-heptanone to create
attraction and alarm signals, whereas the latter one uses two different chemicals: Beta-pinene
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and Limonene to create similar kinds signals, i.e. alerting and circling. According to need,
individuals regulate their active space by making it large or small, or by reaching their
maximum radius quickly or slowly, or by enduring briefly or for a long period of time.
From the precise study of pheromones it has been found that active space of alarm signal
is consists of a concentric pair of hemispheres (Fig. 2). As an ant enters the outer zone, she is
attracted inward toward the point source; when she next crosses into the central hemisphere
she become alarmed. It is also observed that ants can release pheromoneswith different active
spaces. Active space has strong role in modulating the behaviours of ants. For example, when
workers ofAcanthomyops claviger ants produce alarm signal due to an attack by a rival or insect
predator, workers sitting a few millimetres away begin to react within seconds. However,
those ants sitting a few centimetres away take a minute or longer to react. In many cases, ants
and other social insects exhibit modulatory communication within their active space where
many individuals involve in many different tasks. For example, while retrieving the large
prey, workers of Aphaeonogerter ants produce chirping sounds (known as stridulate) along
with releasing poison gland pheromones. These sounds attract more workers and keep them
within the vicinity of the dead prey to protect it from their competitors. This communication
amplification behaviour can increase the active space to a maximum distance of 2 meters.

3.3 Common communication strategies
In biological social systems,we can find all different sorts of communication strategies ranging
from indirect pheromone trail laying to local and global broadcast of various signals. The
most common four communication strategies are indirect, P2P, local and global broadcast
communication strategies. The pheromone trail laying is one of the most discussed indirect
communication strategy among various species of ants. This indirect communication strategy
effectively helps ants to find a better food source among multiple sources, find shorter
distance to a food source, marking nest site and move there etc. (Hughes, 2008). Direct P2P
communication strategy is also very common among most of the biological species. This
tactile form of communication is very effective to exchange food item, flower nectar with
each-other or this can be useful even in recruiting nest-mates to a new food source or nest-site.

3.4 Roles of communication in task-allocation
Communication among nest-mates and sensing of tasks are the integral parts of the
self-regulated DOL process in biological social systems. They create necessary preconditions
for switching from one tasks to another or to attend dynamic urgent tasks. Suitable
communication strategies favour individuals to select a better tasks. For example,
Garnier et al. (2007) reported two worker-recruitment experiments on black garden ants and
honey-bees. The scout ants of Lasius niger recruit uninformed ants to food source using
a well-laid pheromone trails. Apis mellifera honey-bees also recruit nest-mates to newly
discovered distant flower sources through waggle-dances. In the experiments, poor food
sources were given first to both ants and honey-bees. After some time, rich food sources
were introduced to them. It was found that only honey-bees were able to switch from poor
source to a rich source using their sophisticated dance communication.
Table 1 presents the link between sensing the task and self-regulation of communication
behaviours among ants and honey-bees. Here, we can see that communication is modulated
based on the perception of task-urgency irrespective of the communication strategy of a
particular species. Under indirect communication strategy of ants, i.e. pheromone trail-laying,
we can see that the principles of self-organization, e.g. positive and negative feedbacks take
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Fig. 3. Self-regulation in honey-bee’s dance communication behaviours, produced after the
results of Von Frisch (1967) honey-bee round-dance experiment performed on 24 August
1962.

place due to the presence of different amount of pheromones for different time periods.
Initially, food source located at shorter distance gets relatively more ants as the ants take
less time to return nest. So, more pheromone deposits can be found in this path as a
result of positive feedback process. Thus, the density of pheromones or the strength of
indirect communication link reinforces ants to follow this particular trail. Similarly, perception
of task-urgency influences the P2P and broadcast communication strategies. Leptothorax
albipennis ant take lees time in assessing a relatively better nest site and quickly return home
to recruit its nest-mates (Pratt et al., 2002). Here, the quality of nest directly influences its
intent to make more “tandem-runs” or to do tactile communication with nest-mates. We
have already discussed about the influences of the quality of flower sources to honey-bee
dance. Fig. 3 shows this phenomena more vividly. It has been plotted using the data from the
honey-bee round-dance experiments of (Von Frisch, 1967, p. 45). In this plot, Y1 line refers to
the concentration of sugar solution. This solutionwas kept in a bowl to attract honey-bees and
the amount of this solution was varied from 3

16M to 2M (taken as 100%). In this experiment,
the variation of this control parameter influenced honey-bees’ communication behaviours
while producing an excellent self-regulated DOL.

Example event Strategy Modulation of communication
upon sensing tasks

Ant’s alarm signal Global High concentration of pheromones
by pheromones broadcast increase aggressive alarm-behaviours
Honey-bee’s Local High quality of nectar source increases
round dance broadcast dancing and foraging bees
Ant’s tandem run P2P High quality of nest
for nest selection increases traffic flow
Ant’s pheromone Indirect Food source located at shorter distance
trail-laying to gets higher priority as less pheromone
food sources evaporates and more ants joins

Table 1. Self-regulation of communication behaviours in biological social systems
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In Fig. 3 Y2 line represents the number of collector bees that return home. The total number of
collectors was 55 (taken as 100%). Y3 line plots the percent of collectors displaying round
dances. We can see that the fraction of dancing collectors is directly proportional to the
concentration of sugar solution or the sensing of task-urgency. Similarly, the average duration
of dance per bee is plotted in Y4 line. The maximum dancing period was 23.8s (taken as
100%). Finally, from Y5 line we can see the outcome of the round-dance communication as
the number of newly recruited bees to the feeding place. The maximum number of recruited
bees was 18 (taken as 100%). So, from an overall observation, we can see that bees sense
the concentration of food-source as the task-urgency and they self-regulate their round-dance
communication behaviour according to their perception of this task-urgency. Thus, this
self-regulated dancing behaviour of honey-bees attracts an optimal number of inactive bees
to work.
Broadcast communication is one of the classic ways to handle dynamic and urgent tasks in
biological social systems. It can be commonly observed in birds, ants, bees and many other
species. Table 1 mentions about the alarm communication of ants. Similar to the honey-bee’s
dance communication, ants has a rich language of chemical communication that can produce
words through blending of different glandular secretions in different concentrations. Fig. 2
shows how ants can use different concentrations of chemicals to make different stimulus for
other ants. From the study of ants, it is clear to us that taking defensive actions, upon sensing
a danger, is one of the highest-priority tasks in an ant colony. Thus, for this highly urgent
task, ants almost always use their global broadcast communication strategy through their
strong chemical signals and they make sure all individuals can hear about this task. This gives
us a coherent picture of the self-regulation of biological species based on their perception of
task-urgency.

3.5 Effect of group size on communication
The performance of cooperative tasks in large group of individuals also depends on the
communication and sensing strategies adopted by the group. Depending on the group size,
different kinds of information flow occur in different types of social wasps (Jeanne et al., 1999).
Polistes independent founders are species in which reproductive females establish colonies
alone or in small groups with about 102 individuals at maturity. Polybia swarm founders
initiates colonies by swarm of workers and queens. They have a large number of individuals,
in the order of 106 and 20% of them can be queen. In case of swarm founders information
about nest-construction or broods food-demand can not reach to foragers directly. Among the
swarm founders for nest construction. The works of pulp foragers and water foragers depend
largely on their communication with builders. On the other hand, in case of independent
founders there is no such communication and sensing are present among individuals.
The above interesting findings from social wasps have been linked up with the group
productivity of wasps. Jeanne et al. (1999) reported high group productivity in case of LSLC
of swarm founders. The per capita productivity was measured as the number of cells built
in the nest and the weight of dry brood in grams. In case of independent founders this
productivity is much lesser (max. 24 cells per queen at the time the first offspring observed)
comparing to the thousands of cells produced by swarm founders. This shows us the direct
link between high productivity of social wasps and their selection of LSLC strategy. These
fascinating findings from wasp colonies have motivated us to test these communication and
sensing strategies in a fairly large multi-robot system to achieve an effective self-regulated
MRTA.
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4. Communication in multi-robot systems

Communication plays an important role for any high-level interaction e.g. cooperation among
a multi-robot team. Below we have described the dominant issues of communication among
multi-robot teams with a focus on how communication can lead to produce effective MRTA
solutions.

4.1 Rationale of communication
Communication in multi-robot system provides several major benefits. Robots can exchange
potential information based on their spatial position and knowledge of past events. This, in
turn, leads to improve perception over a distributed region without directly sensing it. In
order to perform (or stop performing) certain tasks simultaneously or in a particular order,
robots need to communicate, or signal, to each other. Communication enables robots to
interact and negotiate their actions effectively.

4.2 Information content
Although communication provides several benefits for team-work it is costly to provide
communication support in terms of hardware, firmware as well as run-time energy spent in
communication. So robotic researchers carefully minimize the necessary information content
in communications by using suitable communication protocols and high-level abstractions.
The potential information contents that can be used in communication among robots are
mainly:

- Individual state: ID number, battery level, task-performance statistics, etc.
- Goal: Location of target task or all tasks discovered.
- Task-related state: The amount of task completed.
- Environmental state: Free and blocked paths, level of interference found, any urgent event
or dangerous changes found in the environment.
- Intentions: Detail plan for doing a task or sequences of selected actions.

4.3 Communication modalities
Robotic researchers typically use robot’s on-board wireless radio, infra-red (IR), vision and
sound hardware modules for robot-robot and robot-host communication. The reduction
in price of wireless radio hardware chips e.g. wifi (ad-hoc WLAN 802.11 network) or
Bluetooth makes it possible to use wireless radio communication widely. Inexpensive IR
communication module is also typically built into almost all mobile robots due to its low-cost
and suitability for ambient light and obstacle detection. IR can also be used for low bandwidth
communication in short-ranges, e.g. keen-recognition. Most robots can also produce basic
sound waves and detect it with their built-in speakers and on-board microphones.

4.4 Communication strategies
Whatever be the communication modalities of a multi-robot system, suitable strategies
are required to disseminate information in a timely manner to a target audience that
maximizes the effective task-completion andminimizes delays and conflicts. The complexities
of communication strategies can be elaborated in terms of three independent aspects:
organization, expressiveness and range of communication. These are described below.
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Organization of communication structure
Communication in a multi-robot system can be organized using an external/internal central
entity (e.g. a server PC, or a leader robot) or, a few leader robots, or by using decentralized
or local schemes where every robot has the option to communicate with every other robot of
the team. From a recent study of multi-robot flocking Çelikkanat et al. (2008) have shown that
a mobile robot flock can be steered toward a desired direction through externally guiding
some of its members, i.e. the flock relies on multiple leaders or information repositories.
Note that here task-allocation is fully decentralized i.e. each robot selects its task, but
the communication structure is hybrid; robots communicate with each other and with a
centralized entity.

Expressiveness of communication
Communication in a multi-robot system can also be characterized its expressiveness or the
degree of explicitness. In one extreme it can be fully implicit, e.g. stigmergic, or on the other
end, it can be fully explicit where communication is done by a rich vocabulary of symbols and
meanings. Researchers generally tend to stay in either end based on the robotic architecture
and task-allocation mechanism used. However, both of these approaches can be tied together
under any specific application. They are highlighted below.

1. Explicit or direct communication: This is also known as intentional communication.
This is done purposefully by usually using suitable modality e.g. wireless radio,
sound, LEDs. Because explicit communication is costly in terms of both hardware and
software, robotic researchers always put extra attention to design such a system by
analysing strict requirements such as communication necessity, range, content, reliability
of communication channel (loss of message) etc.

2. Implicit or indirect communication: This is also known as indirect stigmergic
communication. This is a powerful way of communication where individuals leave
information in the environment. This method was adopted from the social insect
behaviour, such as stigmergy of ants (leaving of small amount of pheromone or chemicals
behind while moving in a trail).

Target recipients of message
The target recipient selection or determining the communication range or sometimes
called radius of communication is an interesting issue in multi-robot system research.
Researchers generally tries to maximize the information gain by using larger range. However,
transmission power and communication interference among robots play a major role to limit
this range. The following major instances of this strategy can be used.

– Global broadcast: where all robots in the team can receive the message.

– Local broadcast: where a few robots in local neighbourhood can receive the message.

– Publish-subscribe: where only the subscribed robots can receive the message.

– Peer-to-peer: where only the closest peer robot can receive the message.

4.5 Role of communication in MRTA
Although researchers in the field of multi-robot system have been adopting various
communication strategies for achieving MRTA solutions in different task domains, very
few studies correlate the role of communication with the effectiveness of MRTA. This is
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due to the fact that researchers usually adopt a certain task-allocation method and they
limit their use of communication strategy to either explicit global/local broadcast (in most
predefined task-allocation researches) or implicit/no communication (in most self-organized
task-allocation researches). Here we have attempted to scrutinize how MRTA solutions have
been affected by the variations in communication strategies.
Kalra & Martinoli (2007) empirically studied the comparative performance of MRTA under
both predefined and self-organized approaches with event-driven simulations. They found
that the accuracy of information is crucial for predefinedmarket-based approach where every
robot communicated with every other robot. In case of unreliable link, threshold-based
approach performed same as market-based approach, but with less computational overhead.
In case of varying robot’s communication range, they found that market-based approach
performed well for a short communication range where robots were able to communicate
with less than a third of the total number of team-mates.
In order to pursue MRTA, robots can receive information from a centralised source
(Krieger & Billeter, 2000) or from their local peers (Agassounon & Martinoli, 2002). This
centralized communication system is easy to implement. However as we mentioned before,
this system has disadvantage of a single point of failure and it is not scalable. On the other
hand, uncontrolled reception of information from decentralized or local sources is also not
free from drawbacks. If a robot exchanges signals with all other robots, it might get the global
view of the system quickly and can select an optimal or near optimal task. This can produce
a great improvement in overall performance of some types of tasks e.g., in area coverage
Rutishauser et al. (2009). But this is also neither practical nor scalable for a typically large
multi-robot system.
A potential alternate solution of this problem can be obtained by decreasing the number
of message recipients on the basis of a local communication range. This means that
robots are allowed to communicate only with those peers who are physically located
within a pre-set distance. When this strategy is used for sharing task information among
peers, MRTA can be more robust to the dynamic changes in the environment and energy-
efficient (Agassounon & Martinoli, 2002). Simailar to this, Pugh & Martinoli (2009) reported
a distributed multi-robot learning scenario with two cases: 1) robots were allowed to
communicate with any two other robots (Model A) and 2) robots were allowed to communicate
with all robots in a fixed radius (Model B). In simulation and real robotic experiments with
10 robots and communication ranges of 0.3 m, 1.0 m and 3.3 m, they showed that Model B
performed better in intermediate communication range.
Many robotic researchers tried to use some forms of adaptation rules in local communication
to avoid saturation of the communication channel, e.g. based on robot densities in a given
area. Yoshida & Arai (2000) tried to formalize the suitable communication range based on
spatial and temporal properties of information diffusion of a given communication channel.
The major focus of this type of research is to measure the cost of communication based on
some metrics, e.g. transmission time and collisions with other robots, and then regulate
communication ranges dynamically. These ideas are attractive to maximize information gain
in dynamic environment, but there is no point of doing communication if there is little or no
task-requirement.
Oca et al. (2005) acknowledged the above fact within the context of their ant-based clustering
experiments. They used two simple communication strategies: 1) simple memory sharing
by robots (shared memory access) and 2) shared use of environment maps (global sensing).
In both of these cases, it was found that communication is only useful when some initial
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random clustering phase was passed. The accuracy of shared information in highly dynamic
environment was poor and did not carry any significant advantage. In case of local
memory sharing by robots, they showed that sharing information within a limited number
of robots produced more efficient clusters, rather than not sharing information at all in
stigmergic communication mode. However, sharing memory in a large group is not a feasible
communication strategy because of the huge latencies and interferences involved in the
communication channel.

5. Validation of AFM under centralized communication strategy

In this section, in order to present the validation of AFM, we first describe our
manufacturing shop floor scenario and then the centralized communication model along
with its implementation under this scenario. Finally we present the experimental results that
validates our model.

5.1 A manufacturing shop-floor scenario
By extending our interpretation of AFM in multi-robot system, we can set-up manufacturing
shop-floor scenario. Here, each task represents a manufacturing machine that is capable of
producing goods from raw materials, but they also require constant maintenance works for
stable operations. LetWj be a finite number of material parts that can be loaded into amachine
j in the beginning of its production process and in each time-step, ωj units of material parts
can be processed (ωj �Wj). So let Ω

p
j be the initial production workload of jwhich is simply:

Wj/ωj unit. We assume that all machines are identical. In each time step, each machine
always requires a minimum threshold number of robots, called hereafter as minimum robots
per machine (μ), to meet its constant maintenance work-load, Ω

m
j unit. However, if μ or more

robots are present in a machine for production purpose, we assume that, no extra robot is
required to do its maintenance work separately. These robots, along with their production
jobs, can do necessary maintenance works concurrently. For the sake of simplicity, here we
consider μ = 1.
Now let us fit the above production and maintenance work-loads and task performance of
robots into a unit task-urgency scale. Let us divide our manufacturing operation into two
subsequent stages: 1) production and maintenance mode (PMM), and 2) maintenance only mode
(MOM). Initially a machine starts working in PMM and does production and maintenance
works concurrently. When there is no production work left, then it enters into MOM. Fig. ??
illustrates this scenario for a single machine.
Under both modes, let αj be the amount of workload occurs in a unit time-step if no robot
serves a task and it corresponds to a fixed task-urgency ΔφINC. On the other hand, let us
assume that in each time-step, a robot, i, can decrease a constant workload βi by doing some
maintenance work along with doing any available production work. This corresponds to a
negative task urgency: −ΔφDEC. So, at the beginning of production process, task-urgency,
occurred in a machine due to its production work-loads, can be encoded by Eq. 8.

Φ
PMM
j,INIT = Ω

p
j × ΔφINC + φm0

j (8)

where φm0
j represents the task-urgency due to any initial maintenance work-load of j. Now if

no robot attends to serve a machine, each time-step a constant maintenance workload of αm
j

will be added to j and that will increase its task-urgency by ΔφINC. So, if k time steps passes
without any production work being done, task urgency at kth time-step will follow Eq. 9.
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Φ
PMM
j,k = Φ

PMM
j,INIT + k× ΔφINC (9)

However, if a robot attends to a machine and does some production works from it, there
would be no extra maintenance work as we have assumed that μ = 1. Rather, the
task-urgency on this machine will decrease by ΔφDEC amount. If νk robots work on a
machine simultaneously at time-step k, this decrease will be: νk × ΔφDEC. So in such cases,
task-urgency in (k+ 1)th time-step can be represented by:

Φ
PMM
j,k+1 = Φ

PMM
j,k − νk × ΔφDEC (10)

At a particular machine j, once Φ
PMM
j,k reaches to zero, we can say that there is no more

production work left and this time-step k can give us the production completion time of j, TPMM
j .

Average production time-steps of a shop-floor with M machines can be calculated by the
following simple equation.

TPMM
avg =

1
M

M

∑
j=1

TPMM
j (11)

TPMM
avg can be compared with the minimum number of time-steps necessary to finish

production works, TPMM
min . This can only happen in an ideal case where all robots work for

production without any random walking or failure. We can get TPMM
min from the total amount

of work load and maximum possible inputs from all robots. If there are M machines and N
robots, each machine has Φ

PMM
INIT task-urgency, and each time-step robots can decrease N ×

ΔφDEC task-urgencies, then the theoretical TPMM
min can be found from the following Eq. 12.

TPMM
min =

M× Φ
PMM
INIT

N × ΔφDEC
(12) ζPMM

avg =
TPMM
avg − TPMM

min

TPMM
min

(13)

Thus we can define ζPMM
avg , average production completion delay (APCD) by following Eq. 13:

When a machine enters into MOM, only μ robots are required to do its maintenance works
in each time step. So, in such cases, if no robot serves a machine, the growth of task-urgency
will follow Eq. 9. However, if νk robots are serving this machine at a particular time-step kth ,
task-urgency at (k+ 1)th time-step can be represented by:

Φ
MOM
j,k+1 = Φ

MOM
j,k − (νk − μ)× ΔφDEC (14)

By considering μ = 1, Eq. 14 will reduces to Eq. 10. Here, Φ
MOM
j,k+1 will correspond to the

pending maintenance work-load of a particular machine at a given time. This happens due to
the random task switching of robots with a no-task option (random-walking). Interestingly
PMW will indicate the robustness of this system since higher PMW value will indicate the
delay in attending maintenance works by robots. We can find the average pending maintenance
work-load (APMW) per time-step per machine, χMOM

j (Eq. 15) and average PMWpermachine

per time-step, χMOM
avg (Eq. 16).
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Fig. 4. A centralized communication scheme

χMOM
j =

1
K

K

∑
k=1

Φ
MOM
j,k (15) χMOM

avg =
1
M

M

∑
j=1

χMOM
j (16)

5.2 Centralized communication model
AFM relies upon a system-wide continuous flow of information which can be realized using
any suitable communication model. A simple centralized communication scheme is outlined
in Fig. 4. In this model we have used bi-directional signal-based exchange of communication
messages between a centralized task perception server (TPS) and a robot-controller client (RCC).
The main role of TPS is to send up-to-date task-information to RCCs. This task-information
mainly contains the location and urgency of all tasks which is used by the RCCs for running
their task-allocation algorithm. The urgency value of each task is dynamically updated by
TPS after receiving the status signals from the working robots of that particular task. Fig. 4
shows how three robots are attracted to two different tasks and their communications with
TPS. We can characterize our communication model in terms of three fundamental issues
of communication: i) message content, ii) communication frequency and iii) target message
recipients (Gerkey & Mataric, 2001). AFM suggests the communication of task-urgencies
among robots. This communication helps the robots to gain information that can be treated
as “global sensing”. However in this model robots do not communicate among themselves.
Hence this model can be approximated as the GSNC strategy. Since in order to run the
task-allocation algorithm robot-controllers need the distance information we also include the
task position information in the message. Our centralized communication model is open
to include any further information, such as time-stamp, in the message payload. In this
model the frequency of signal emission depends on several issues, e.g. the rate at which the
environment is changing, the bandwidth of communicationmedium. In case of time-extended
tasks, robots can receive information less frequently and the bandwidth usage can be kept
minimum. However under a fast changing environment relatively more bandwidth will be
required. Finally the centralized communication model spread the attractive fields of all tasks
globally by broadcasting information to all robots.
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5.3 Experiment design
We have designed a set of manufacturing shop-floor scenario experiments for validating the
effectiveness of our AFM in producing self-regulated MRTA. In our experiments we design
the following observables.
- Plasticity: Within our manufacturing shop-floor context, plasticity refers to the collective
ability of the robots to switch from doing no-task option (random-walking) to doing a task
(or vice-versa) depending on the work-load present in the system. Here we expect to see that
most of the robots would be able to engage in tasks when there would be high workloads (or
task-urgencies). The changes of task-urgencies and the ratio of robots engaged in tasks can be
good metrics to observe plasticity in MRTA.
- Task-specialization: Self-regulated MRTA is generally accompanied with
task-specializations of agents. That means that few robots will be more active than
others. From the interpretation of AFM, we can see that after doing a task a few times, a robot
will soon be sensitized to it. Therefore, from the raw log of task-sensitization of robots, we
can be able to find the pattern of task-sensitization of robots per task basis.
- Quality of task-performance: As discussed in Sec. 5.1 we can measure the quality of MRTA
from the APCD. It first calculates the ideal minimum production time and then finds the delay
in production process from the actual production completion data. Thus this will indicate how
much more time is spent in the production process due to the self-regulation of robots.
- Robustness: In order to see if our system can respond to the gradually increasing workloads,
we canmeasure APMWwithin the context of our manufacturing shop-floor scenario. This can
show the robustness of our system. When a task is not being served by any robot for some
time we can see that its urgency will rise and robots will respond to this dynamic demand.
- Flexibility: From the design of AFM, we know that robots that are not doing a task will be
de-sensitized to it or forget that task. So at an overall low work-load (or task urgency), less
robots will do the tasks and hence less robots will have the opportunity to learn tasks. From
the shop-floor work-load data, we can confirm the presence of flexibility in MRTA.
- Energy-efficiency: In order to characterize the energy-efficiency in MRTA we can log the
pose data of each robot that can give us the total translations occurred by all robots in our
experiments. This can give us a rough indication of energy-usage by our robots.
- Information flow: Since AFM requires a system-wide continuous flow of information, we
can measure the communication load to bench-mark our implementation of communication
system. This bench-mark data can be used to compare among various communication
strategies. Here we can measure how much task-related information, i.e. task-urgency,
location etc. are sent to the robots at each time step.
- Scalability: In order to see the effects of scaling on MRTA, we have designed two group
of experiments. Series A corresponds to a small group where we have used 8 robots, 2 tasks
under an arena of 2 m2. We have doubled these numbers in other experiments, i.e. 16 robots,
4 tasks under an arena of 4 m2. This proportional design can give us a valuable insight about
the effects of scaling on self-regulatedMRTA.
In order to observe the self-regulatedMRTA, we have designed our experiments to record the
following observables in each time-step:
task-urgency of each task (φ),number of robots engaged in each task,task-sensitizations (k) of
robots,pose data of robots and communication of task-information messages. Table 2 lists a
set of common parameters of our experiments. The initial values of task urgencies correspond
to 100 units of production work-load without any maintenance work-load as outlined in Eq.
8. For task-urgency (and task-sensitization) limits, we choose a limit of 0 and 1, where 0
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Parameter Value
Initial production work
load/machine (Ωp

j )
100 unit

Task urgency increase rate (ΔφINC) 0.005
Task urgency decrease rate (ΔφDEC) 0.0025
Initial sensitization (KINIT) 0.1
Sensitization increase rate (ΔkINC) 0.03
Sensitization decrease rate (ΔkDEC) 0.01

Table 2. Experimental parameters of Series A & B experiments

means no urgency (complete forgetting) of a task and 1 means maximum urgency (or full
specialization) of that task. We choose a initial sensitization value of 0.1 for all tasks.

5.4 Implementation
As shown in Fig. 5, in our implementation there exists a centralized TaskPerceptionServer that
is responsible for disseminating task information to RCCs. The contents of task information
can be physical locations of tasks, their urgencies and so on. TaskPerceptionServer delivers
this information by emitting TaskInfo signals periodically. For example, in awireless network it
can be a message broadcast. TaskPerceptionServer has another interface for catching feedback
signals from robots. The RobotStatus signal can be used to inform TaskPerceptionServer
about a robot’s current task id, its device status and so on. TaskPerceptionServer uses this
information to update relevant part of task information such as, task-urgency. This up-to-date
information is sent in next TaskInfo signal. In order to track all robots in real-time, we
have used SwisTrack (Lochmatter et al., 2008) with a 16-megapixel overhead GigE camera.

Experiment Arena

client
2

client
N

client
1

GigE Camera

Task Location

E-puck robot 
(SwisTrack marker on top)

SwisTrack Multi-robot 
ID-Pose Tracker
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TaskInfo

Robot
Status

Task
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Server
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SignalListener SignalEmitter

Robot Controller Client

DataManager

Device
Controller TaskSelector

TCP or Python
Multiprocessing

Fig. 5. Hardware and software setup
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This set-up gives us the position, heading and id of each of the robots by processing the
image frames at about 1 FPS. The interaction of the hardware and software of our system is
illustrated in Fig. 5. For inter-process communication (IPC), we have used D-Bus technology
(Pennington et al., 2010). We have developed an IPC component for SwisTrack that can
broadcast id and pose of all robots in real-time over our server’s D-Bus interface.
Apart from SwisTrack, we have implemented two major software modules: TaskServer and
RCC. They are developed in Python with its state of the art Multiprocessing1 module. This
python module simplifies our need to manage data sharing and synchronization among
different sub-processes. As shown in Fig. 5, RCC consists of four sub-processes. SignalListener
and SignalEmitter, interface with SwisTrack D-Bus Server and TaskServer respectively.
TaskSelector implements AFM algorithms for task selection . DeviceController moves a robot
to a target task. Bluetooth radio link is used as a communication medium between a RCC
and a corresponding e-puck robot. We have previously presented the detailed design and
implementation of our of centralized communication model (Sarker & Dahl, 2010).

5.5 Results and discussions
Our AFM validation experiments were conducted with 8 and 16 robots, 4 tasks in an arena of
4 m2 for about 40 minutes and averaged them over five iterations. For the sake of brevity, here
we describe only the results of Series B experiments (with 16 robots).
In our experiments we have defined shop-floor work-load in terms of task urgencies.
For example, Eq. 8 shows how we have calculated initial production work-load of our
manufacturing shop-floor scenario. Fig. 6 shows the dynamic changes in task urgencies in one
iteration. The fluctuations in this plot is resulted from the different levels of task-performance
of our robots.
In order to measure the task-related work-loads on our system we have summed up the
changes in all task-urgencies over time. We call this as shop-floor work-load history and
formalized as follows. Let φj,q be the urgency of a task j at qth step and φj,q+1 be the task
urgency of (q+ 1)th step. We can calculate the sum of changes in urgencies of all M tasks at
(q+ 1)th step:

ΔΦj,q+1 =
M

∑
j=1

(φj,q+1 − φj,q) (17)

From Fig. 7 shows the dynamic shop-floor workload. Here, we can see that initially the sum
of changes of task urgencies (shop-floor workload) is going towards negative direction. This
implies that tasks are being served by a high number of robots. Fig. 9 shows that in production
stage, when work-load is high, many robots are active in tasks and this ratio varies according
to task urgency changes.
To measure the task performance in our manufacturing shop-floor scenario, we have
calculated the APCD and APMW. For Series A we have got average production completion
time 111 time-steps (555s) where sample size is 10 tasks, SD = 10 time-steps. According to
Eq. 12, our theoretical minimum production completion time is 50 time-steps (250s). Eq. 13
gives us APCD, ζ = 1.22. For Series B, we have got average production completion time 165
time-steps where sample size is 20 tasks, SD = 72 time-steps and APCD, ζ = 2.3. For APMW,
Series A experiments give us an average time length of 369 time-steps (1845s). In this period
we have calculated APMW = 1 time-step with SD = 1 time-step and ΔΦINC = 0.005 per task

1http://docs.python.org/library/multiprocessing.html
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per time-step. This shows a very low APMW (χ = 0.000235) implying a very high robustness
of our system. For Series B experiments, we have got APMW, χ = 0.012756 which corresponds
to the pending work of 3 time-steps where SD = 13 time-steps. This also tells us the robust task
performance of our robots which can return to an abandoned task within a minute or so. We
have measured the task-specialization of the robots based-on their peak value of sensitization.
This maximum value represents how long a robot has repeatedly been selecting a particular
task. Since tasks are homogeneous we have considered the maximum sensitization value of
a robot among all tasks during an experiment run. This value is then averaged for all robots
using the following equation.

KG
avg =

1
N

N

∑
i=1

M
max
j=1

(
kij,q

)
(18)

If a robot ri has the peak sensitization value kij on task j (j ∈ M) at qth time-step, Eq. 18
calculates the average of the peak task-specialization values of all robots for a certain iteration
of our experiments. We have also averaged the time-step values (q) taken to reach those peak
values for all robots using the following equation.

QG
avg =

1
N

N

∑
i=1

qik=kmax
(19)

In Eq. 19, qik=kmax
represents the time-step of robot ri where its sensitization value k reaches

the peak kmax as discussed above. By averaging this peak time-step values of all robots
we can have an overall idea of how many task-execution cycles are spent to reach the
maximum task-specialization value KG

avg. Based on Eq. 18 and Eq. 19, we have got the
peak task-sensitization KG

avg values: 0.40 (SD=0.08) and 0.30 (SD=0.03), and their respective
time-step QG

avg values: 38 (SD=13) and 18 (SD=5) time-step. Here the robots in Series A had
higher chances of task-specialization than that of Series B experiments. Fig. 8 presents the
frequency of signalling task information by TaskServer. Since the duration of each time step
is 50s long and TaskServer emits signal in every 2.5s, there is an average of 20 signals in each
time-step.
From the above results, we have noted several aspects of self-regulated MRTA that expose
the effectiveness of AFM. As we have pointed out that this self-regulatedMRTA, as observed
in biological and human social systems, needs to satisfy several important characteristics,
particularly plasticity and task-specialization. In addition to satisfying those basic qualities,
AFM has demonstrated many other aspects. Our self-regulated robots, driven by AFM,
effectively handle the dynamic work-load in our manufacturing shop-floor. They can
dynamically support the need to work on demanding tasks, if there any. The variations of
active worker ratio shows this. We have observed the effect of scaling-up the robot team
size. The system size of Series B is double of that of Series A in terms of robots, tasks and
experiment arena. Keeping a fixed ratio of robot-to-task and task-to-arena we have intended
to see the scaling effects in our experiments. Herewe see that both systems can show sufficient
self-regulated DOL, but task-performance of both systems varies significantly. For example,
the value of APCD in Series B is higher by 1.08. This means that performance is decreased in
Series B experiments despite having the resources in same proportion in both systems.
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Fig. 6. Dynamic task-urgency changes. Fig. 7. Shop-floor workload history

Fig. 8. Task server’s task-info broadcasts Fig. 9. Self-organized task-allocation

Fig. 10. Task-urgencies observed in Series D
experiments

Fig. 11. Shop-floor work-load history of
Series D experiments
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6. Comparisons between local and centralized communication strategies

In most swarm robotic research local communication is considered as the one of the most
critical components of the swarms where the global behaviours emerges from the local
interactions among the individuals and their environment. In this study, we have used
the concepts of pheromone active-space of ants to realize our simple LSLC scheme. Ants
use various chemical pheromones with different active spaces (or communication ranges)
to communicate different messages with their group members Holldobler & Wilson (1990).
Ants sitting near the source of this pheromone sense and respond quicker than others who
wander in far distances. Thus both communication and sensing occurs within a small
communication range. We have used this concept of communication range or locality in
our LPCM. A suitable range (or radius) of communication and sensing can be set at design
time based on the capabilities of robots (Agassounon & Martinoli, 2002). Alternately they can
also be varied dynamically over time depending on the cost of communication and sensing,
e.g. density of peers, ambient noise in the communication channels, or even by aiming for
maximizing information spread (Yoshida & Arai, 2000). In this study, we have followed the
former approach. as our robots do not have the precise hardware to dynamically vary their
communication and sensing ranges.

6.1 General characteristics of LPCM
Our LPCM relies on the local P2P communications among robots. we have assumed that
robots can communicate to its nearby peers within a certain communication radius, rcomm
and they can sense tasks within another radius rtask. They exchange communication signals
reliably without any significant loss of information. A robot R1 is a peer of robot R2, if spatial
distance between R1 and R2 is less than this rcomm. Similarly, when a robot comes within this
rtask of a task, it can sense the status of this task. Although the communication and sensing
range can be different based on robot capabilities, we have considered them same for the sake
of simplicity of our implementation.
Local communication can also give robots similar task information as in centralized
communication. In this case, it is not necessary for each robot to communicate with every
other robot to get information on all tasks. Since robots can random walk and explore the
environment we assume that for a reasonably high robot-to-space density, all tasks will be
known to all robots after an initial exploration period. In order to update the urgency of
a task, robots can estimate the number of robots working on a task in two ways: by either
using their sensory perception (e.g. on-board camera) or doing local P2P communication
with others.

Similar to our centralized communication model, we can characterize our local
communication model in terms of message content, communication frequency and target
recipients Gerkey &Mataric (2001). Regarding the issue of message content, our local
communication model is open. Robots can communicate with their peers with any kind of
message. Our local model addresses the last two issues very specifically. Robots communicate
only when they meet their peers within a certain communication radius (rcomm). Although in
case of an environment where robots move relatively faster the peer relationships can also be
changed dynamically. But this can be manipulated by setting the signal frequency and robot
to space density to somewhat reasonably higher value.
In terms of target recipients, our model differs from a traditional publish/subscribe
communication model by introducing the concept of dynamic subscription. In a traditional
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Fig. 12. Self-organized allocation of robots. Fig. 13. Frequency of P2P signalling.

publish/subscribe communication model, subscription of messages happens prior to the
actual message transmission. In that case prior knowledge about the subjects of a system
is necessary (Gerkey & Mataric, 2001). But in our model this is not necessary as long as all
robots uses a common addressing convention for naming their incoming signal channels.

6.2 Implementation
In order to implement LPCM, our centralized communication scheme has been converted into
a decentralized onewhere robots can use local observation and communicate with peers about
tasks to estimate task-urgencies. Under this implementation, we present an emulation of this
scenario where robots do not depend entirely on TPS for estimating task-urgencies, instead
they get task information from TPS when they are very close to a task (inside rtask) or from
local peers who know about a task via TPS. The details implementation of LPCM and results
can be found in Sarker (2010).

6.3 Results and discussions
For the sake of brevity, below we describe only the results from Series D experiments.
Interested readers can find other results in Sarker (2010). The sample raw task-urgencies of
Series D experiments are shown in Fig. 10. In this case, we can see that an unattended task,
Task4, was not served by any robot for a long period and later it was picked up by some of the
robots. The dynamic shop floor work-load is shown in Fig. 11. This shows similar work-load
as experienced in Series B experiments.
The active worker ratios of Series D experiments are plotted in Fig. 12. Series C data shows
us a large variation in this active worker ratios. From task-performance data of Series C we
have got average production completion time 121 time-steps (605s) with SD = 36 time-steps
(180s). For Series D, average production completion time is 123 time-steps (615s) with SD = 40
time-steps (200s). According to Eq. 12, our theoretical minimum production completion time
is 50 time-steps (250s). The values of APCD are as follows. For Series C, ζ = 1.42 and for Series
D, ζ = 1.46. For both series of experiments APCD values are very close.
For APMW, Series C experiments give us an average time length of 359 time-steps (1795s).
In this period we calculated APMW and it is 5 time-steps with SD = 17 time-steps and
χ = 0.023420. For Series D experiments, from the average 357 time-steps (1575s) of
maintenance activity of our robots per experiment run, we have got APMW, χ = 0.005359
which corresponds to the pending work of 2 time-steps (10s) where SD = 7 time-steps. By
applying Eq. 18 and Eq. 19 on our robots’ task-sensitization statistics, we have got the
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Series Average translation (m) SD
A 2.631 0.804
B 13.882 3.099
C 4.907 1.678
D 4.854 1.592

Table 3. Sum of translations of robots in Series A-D experiments.

peak task-sensitization KG
avg values: 0.39 (SD=0.17) and 0.27 (SD=0.10), and their respective

time-step QG
avg values: 13 (SD=7) and 11 (SD=5) time-step.

6.4 Comparisons
Results from Series C and Series D experiments show us many similarities and differences
with respect to the results of Series A and Series B experiments. Both Series C and Series D
experiments show similar APCD values: 1.42 and 1.46 respectively, which are significantly
less than Series B experiment result (APCD = 2.3) and are close to Series A experiment result
(APCD = 1.22). This means that for large group, task-performance is efficient under LSLC
strategy (Series C and Series D) comparing with their GSNC counterpart (Series B).
Besides, in terms of task-specialization, the overall task-specialization of group in Series C
(KG

avg = 0.4) is closer to that of Series A experiments (KG
avg = 0.39) and interestingly, the value

of Series D (KG
avg = 0.27) is much closer to that of Series B experiments (KG

avg = 0.30). So
task-specialization in large group under LSLC strategy shows higher performance than their
GSNC counter part. Besides task-specialization happens much faster under LSLC strategy as
we can see that the average time to reach peak sensitization values of the group,QG

avg in Series
C is lower than that of Series A values by 25 time-steps.
We have aggregated the changes in translation motion of all robots over time following an
approach similar to task-urgency aggregation as described in Sec. 5.5 and summarized in
Table 3. From the robot motion profiles found in all four series of experiments, we have
found that under LSLC strategy, robot translations have been reduced significantly. From this
table we can see than Series C and Series D show about 2.8 times less translation than that in
Series B experiments. The translation of 16 robots in Series C and Series D experiments are
approximately double (1.89 times) than that of Series A experiments with 8 robots. Thus the
energy-efficiency under LSLC strategy seems to be higher than that under GSNC strategy.
From the above results we can see that large group robots achieve better MRTA under LSLC
strategy. The local sensing of tasks prevents them to attend a far-reaching task which may be
more common under global sensing strategy. However, as we have seen in Fig. 10 some tasks
can be left unattended for a long period of time due to the failure to discover it by any robot.
For that reason we see that the values of APMW is slightly higher under LSLC strategy. But
this trade-off is worth as LSLC strategy provides superior self-regulated MRTA in terms of
task-performance, task-specialization and energy-efficiency.

7. Conclusion

This study has focused on reviewing bio-inspired communication strategies for self-regulated
multi-robot systems with an emphasis on comparing two bio-inspired communication and
sensing strategies in producing self-regulated MRTA by AFM, an interdisciplinary model
of task-allocation. Under the GSNC strategy, AFM has produced the desired self-regulated
MRTA among a group of 8 and 16 robots. This gives us the evidence that AFM can successfully
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solve the MRTA issue of a complex multi-tasking environment like a manufacturing
shop-floor. Under the LSLC strategy, AFM can also produce the desired self-regulatedMRTA
for 16 robots with different communication and sensing ranges.
From our comparative results, we can conclude that for large group of robots, degradation in
task-performance and task-specialization of robots are likely to occur under GSNC strategy
that relies upon a centralized communication system. Thus GSNC strategy can give us
better performance when the number of tasks and robots are relatively small. This confirms
us the assertions made by some biologists that self-regulated DOL among small group
of individuals can happen without any significant amount of local communications and
interactions. However, our findings suggest that task-specialization can still be beneficial
among the individuals of a small group which contradicts the claim that small groups only
posses the generalist workers, but not the specialists.
On the other hand, LSLC strategy is more suitable for large group of individuals that are
likely to be unable to perform global sensing and global communications with all individuals
of the group. The design of communication and sensing range is still remained as a critical
research issue. However, our results suggest that the idea of maximizing information gain
is not appropriate under a stochastic task-allocation process, as more information causes
more task-switching behaviours that lowers the level of task-specialization of the group. This
might not be the case under a deterministic task-allocation scheme where more information
leads to better and optimum allocations, but that is limited to a small group of individuals.
Nevertheless, despite having the limited communication and sensing range, LSLC strategy
helps to produce comparatively better task-allocation with increased task-specialization and
significantly reduced motions or savings in energy e.g. battery power.

8. Future work

This study can possibly be extended in co-operative task performance where different
individuals with variety of task-skills can interact with each other directly. In our experiments,
no dynamic task has been introduced during the run-time of our experiments. But AFM can
be applied to a more challenging environment with suddenly appearing (and disappearing)
dynamic tasks. Moreover, some more research can be done in order to figure out how to
optimize the initial experimental parameters, e.g. robots’ task learning and forgetting rate.
Moreover, real implementation of communication range should be achieved by using suitable
on-board communication module, e.g. Wifi or IR, with relatively powerful robots. In our
experiments, we have selected two fixed communication ranges that approximates LSLC
strategy. However, much research is required to find optimum communication range as a
property of self-regulation of individuals.
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1. Introduction      
In the field of cooperative robotics, task allocation is an issue receiving much attention. 
When researchers design, build, and use cooperative multi-robot system, they invariably try 
to answer the question of which robot should execute which task. This is in fact a multi-
robot task allocation problem (MRTA). The task allocation problem addresses the question 
of finding the task-to-robot assignments that optimize global cost or utility objectives. 
Finding an optimal task allocation, even in a relatively simplified case, is an NP-hard 
problem. Therefore, the majority of common approaches are approximate or heuristic in 
nature. Those approaches usually give suboptimal solutions. MRTA is a fundamental issue 
of the multi-robot systems, which embodies the high-level system organization and 
operation mechanism. The quality of task allocation algorithm directly affects the 
performance of multi-robot system. With an increase in the number of robots and difficulty 
of tasks within a system, the issue of task allocation has risen to prominence and become a 
key research topic in the multi-robot domain. In 2005, the International Conference on 
Robotics and Automation (ICRA 2005) set special panels on multi-robot task allocation, in 
which the latest research and the progress are discussed.  
Gerkey and Mataric (2004) presented a particular taxonomy for the task allocation problem. 
It is described as follows: 
• Single-task robots (ST) vs. multi-task robots (MT): ST means that each robot is capable 

of executing at most one task at a time, while MT means that some robots can execute 
multiple tasks simultaneously. 

• Single-robot tasks (SR) and multi-robot tasks (MR): SR means that each task requires 
exactly one robot to achieve it, while MR means that some tasks can require multiple 
robots. 

• Instantaneous (IA) and time-extended (TA) assignment: In the instantaneous 
assignment, robots do not plan for future allocations and are only concerned with the 
one task they are carrying out at the moment (or for which they are considering 
executing). In the time-extended assignment, robots have more information and can 
come up with longer-term plans involving task sequences or schedules. 

Based on above categorization, there are eight types of task allocation combination. ST-SR-
IA is the simplest, as it is actually a trivial instance of the Optimal Assignment Problem 
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(OAP). ST-MR-IA often appears in real world applications; that is, some tasks require the 
combined effort of multiple robots. These two types of tasks are also called loosely-coupled 
tasks and tightly-coupled tasks, respectively. Although some approaches for solving either 
loosely-coupled task or tightly-coupled task allocation have been proposed, few approaches 
for solving both loosely-coupled and tightly-coupled task allocation have been developed.  
In this chapter, we present a task allocation mechanism based on swarm intelligence for the 
large-scale multi-robot system, with both loosely-coupled and tightly-coupled task 
allocation. The mechanism adopts a hierarchical architecture. At the high level, we employ 
an Ant Colony Algorithm to find optimal allocations. Namely, each ant performs a task 
allocation so as to choose an undertaker for every task. At the low level, each ant forms a 
task-oriented robot coalition to perform a tightly-coupled task. Ant colony optimization 
(ACO), the particle swarm and ant colony optimization (PSACO) and the quantum-inspired 
ant colony optimization (QACO) are adopted to form the coalition. Finally, the algorithm is 
implemented in the TeamBots simulation platform. Simulation results show that the 
proposed mechanism can effectively solve loosely-coupled and tightly-coupled task 
allocation in the large-scale multi-robot system. 

2. Related work 
Recently a number of solutions have been proposed in the literature to MRTA problems 
(Zhang & Liu, 2008). These include behaviour based approaches such as ALLCANCE (Parker, 
1998), BLE (Werger & Mataric, 2000) and ASyMTRe(Tang & Parker, 2005). The advantage of 
these approaches possesses real-time, fault-tolerance and robustness; the solution, however, 
can only be locally optimal. The market-based approach is the current mainstream of task 
allocation methods. The representative method is CNP (Contract Network Protocol) which 
proposed by Smith (1980). Other typical examples include First-price auctions (Zlot et al, 2002), 
Dynamic Role Assignment (Chaimowicz et al, 2002), Traderbots (Dias, 2004), M+ (Botelho & 
Alami, 1999), MURDOCH (Gerkey & Mataric, 2002a) and DEMiR-CF (Sanem & Tucker, 2006). 
Because of better scalability, this method is particularly well-suited to the distributed robotic 
domain. Furthermore, it is guaranteed to produce optimal allocations, but robots must 
cooperate through explicit communication and more resource consumption. Once the 
communication is interrupted, the performance of this method will degrade significantly 
(Kalra & Martinoli, 2006). Therefore, it is suitable for small- to medium- scale task allocation 
problems. Derived from the behaviours of social insects, the swarm intelligence approach is 
exhibiting several good features such as self-organizing ability in unknown environments, and 
emergent and adaptive behaviours through simple interaction among individuals. Since 
cooperative individuals are distributed and there is no central control and global data in the 
group, the system will be more robust. The failure of one or several individuals will not affect 
the whole solution. Additionally, individuals cooperate through implicit communications. As 
the number of the individuals in the system increases, the amount of communication grows 
quite slowly. Therefore the swarm intelligence approach is the most suitable for distributed 
multi-robot systems and as such more and more researchers have applied it to the multi-robot 
task allocation, especially in dynamic environments. Ding et al. (2003) and Yang &Wang (2004) 
adopted Ant colony algorithm for multi-robot cooperation. Zhang et al. (2007) employed 
swarm intelligence for adaptive task assignment. Zhang & Liu (2008 b, 2009) and Liu & Zhang 
(2009, 2010) conducted intensive research on swarm intelligence and applied it to the task 
allocation of large-scale multi-robot system. 
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3. Architecture  
Ant Colony Algorithm is a new intelligent optimization algorithm and first proposed by 
Colorni et al. (1992). In ant colony algorithm, each ant searches for solutions 
independently in the candidate solution space, and lays some pheromone on the found 
solution. The better the solution, the more pheromone the ant lays. A solution with higher 
pheromone has a much greater chance of being chosen, and consequently this gives a kind 
of positive feedback. Through this positive feedback, ants can eventually find the optimal 
solution. Via this process the algorithm effectively solves combinatorial optimization 
problems and performs especially well in solving complicated problems (Jiang et al, 2003; 
Xia et al, 2005). 
The paper adopts a hierarchical architecture, as shown in Fig.1. At the high level, we employ 
the Ant Colony Algorithm to find optimal allocations. Let an ant denote a task; each ant 
forms its task allocation so as to choose an undertaker for every task. At the low level, each 
ant forms a task-oriented robot coalition to perform a tightly-coupled task by the ant colony 
optimization (ACO), the particle swarm and ant colony optimization (PSACO) and the 
quantum-inspired ant colony optimization (QACO).  It is worth mentioning that the 
proposed mechanism can not only solve loosely-coupled task allocation, but also tightly-
coupled task allocation because ants in the high level denote tasks instead of individual 
robots. Finally, simulation results give a performance comparison, and then conclusions 
follow. 
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Fig. 1. Hierarchical architecture of the system 

4. Key issues of robot coalition formation 
4.1 Validity of robot coalition 
Similar to agent coalition formation, robot coalition formation also tries to find the robot 
coalition with the greatest value that can complete a task t. A coalition may be formed by 
several arbitrary robots in the system. However, in order to obtain a satisfactory result, we 
must consider all or most of the combinations. Therefore it is a complex combinatorial 
optimization problem. In addition, although there are many similarities between agent 
coalition and robot coalition, there are also inherent differences which should not be 
overlooked.  

Rm
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Firstly, software agents are simply code fragments whose capabilities corresponding to 
software functionality and current data knowledge while robots are tangible entities that 
occupy physical space and whose capabilities correspond to sensors, actuators, etc. Multi-
robot systems must handle real world sensory noise, full or partial robot failures, and 
communication latency or even loss of communications. 
Secondly, agents are allowed to exchange resources, so the formed coalition freely 
redistributes resources amongst the members. However, this is not possible in a multiple-
robot domain. Robot capabilities in handling sensors (camera, laser, sonar, or bumper) and 
actuators (wheels or gripper) cannot be autonomously exchanged. This implies that a robot 
coalition that simply possesses the adequate resources is not necessarily up to performing a 
given task, and other locational constraints have to be represented and met in order for the 
coalition to succeed. 
Finally, correct resource distribution is an important issue in the robot coalition formation. 
The box-pushing task (Gerkey & Mataric, 2002 b) is used to illustrate this point. Three 
robots, two pushers (with one bumper and one camera) and one watcher (with one laser 
range finder and one camera) cooperate to complete the task. The total resource 
requirements are: two bumpers, three cameras and one laser range finder. However, this 
information is incomplete, as it does not accurately represent the constraints related to 
sensor locations. Correct task execution requires that the laser range finder and camera 
reside on a single robot while the bumper and laser range finder reside on different robots. 
Therefore each candidate coalition must be verified feasibly. 
Checking the feasibility of robot coalition is a Constraint Satisfaction Problem (CSP). It is 
defined by a set of variables, a set of the domain values for each variable and a set of 
constraint relationships between variables, which is denoted as (V,D,C). Where V is the set 
of variables {V1,…,Vn} which are resources and capabilities requirements, in box-pushing 
task, V1,…,Vn are the bumper, camera and laser range finder. D is the set of the domain 
values which is the sum of the available robots possessing the required resources and 
capabilities, D={D1,…,Dn}, where Di is the limited domain of  Vi‘s all possible values. C is the 
set of constraint relationships between variables, C={C1,…,Cm}, each constraint includes a 
subset of V, that is {Vi,…,Vj} and a constraint relationship R ⊆ Di×…×Dj. For the box-
pushing task, two types of constraints exist, the sensors and actuators must reside either on 
the same robot or on different robots. As shown in Fig. 2, locational constraints are 
represented as solid arcs (same robot) and dash arcs (different robot).  
 

B1 

C1 

B2 

C2 

L1 

C3  
Fig. 2. Box-pushing task constraint graph 
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4.2 The evaluation criteria of robot coalition formation 
Because robots are typically unable to redistribute their resources, it is possible that the 
coalition will have one or a few robots as main resource providers.  This kind of coalition 
tends to be heavily dependent on these members for task execution that these dominating 
members become indispensable. Such coalitions should be avoided in order to improve 
fault tolerance. The coalition imbalance is defined as the degree of unevenness of resource 
contributions made by individual members to the coalition. The perfectly balanced 
coalition is where each member contributes equally (taskvalue/n) to the task. The Balance 
Coefficient (BC) quantifies the coalition imbalance level. The BC can be calculated as 
follows: 

 1 2 n
nBC

taskvalue
n

γ γ γ× × ×
=
⎡ ⎤
⎢ ⎥⎣ ⎦

"  (1) 

where (γ1,γ2,...,γn) is a resource distribution with a coalition C. For the coalitions of the same 
size, the higher BC, the more balanced the coalition is. 
In general, larger coalitions imply that the average individual contribution and the 
capability requirements from each member are lower; thus larger coalitions are more 
balanced. However, larger coalitions have much more costs and therefore it is necessary to 
consider coalition balance and coalition size simultaneously. The Fault Tolerance Coefficient 
(FTC) metric can be used to solve this problem and it is defined as follows: 

 ( )FTC BC f nδ μ= +  (2) 

where δ+μ=1, f(n)=1-e-λn is the function of coalition size. After a particular point, increasing 
n will not result in a significant increase to the function value. This means that enlarging 
coalition size does not yield improved performance when the number of robots increases 
beyond a threshold value. This, as one might imagine, is in accordance with a realistic robot 
application.  

4.3 The description of robot coalition formation problem 
1. The Ability Description of Robots 
All robots in the system form a robot set R={R1,R2,…,Rn}.  The ability vector of Ri is 
BRi=(bi1,bi2,...,bim)T, and the ability cost vector is costRi=(costi1,costi2,...,costim)T ,where costij is the 
cost of the ability bij. When bij=0, it denotes Ri without the ability bij. The cost of Ri is 

m

ij ij
j 1

cost b
=
∑ , which has m kinds of abilities. 

2. The Ability Description of Robot Coalition 
Robot coalition is a set of robots in which robots can cooperate to complete a task. A 
coalition C is the nonempty subset of R. Based on the different ability attributes of the 
robots, there are different ability vectors of the coalition. For the additive capacity (such as 
handling, etc.), the ability of the coalition C is as follows: 

 
i

i

C R
R C

B B
∈

= ∑  (3) 
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For the merger capacity (such as video distance, etc.), the ability of the coalition C is as follows: 

 
i

i

C R
R C

B B
∈

= ∪  (4) 

The cost of the coalition ability is defined as follows.  
The additive capacity:  

 ( )
i

m

ij ij
R C j 1

D C cost b
∈ =

= ∑ ∑  (5) 

The merger capacity:  

 ( )
i

m

ij ij
j 1R C

D C cost b
=∈

= ∑∪  (6) 

3. The Requirement Description of Task Capacity 
There are K tasks, denoted by { }1 2 kT t , t , ,t= " . The task t has the ability requirement 
vector: ( )T

t 1 2 mB b ,b , ,b= " . 
The essential condition for the coalition C to finish the task t is as follows：BC≥Bt. 
4. The Definition of Coalition’ s Income 
We define a reward function which is a mapping from the set of tasks to the set of real 
numbers, denoted by reward: T→R+. A cost function is defined as cost: C→R+, which is a 
mapping from the set of coalitions to the set of real numbers. We consider two types of cost: 
• A coalition-inherent cost measures the inherent cost (e.g., in terms of energy 

consumption or computational requirements) of using particular capabilities of the 
coalition. Here the main consideration is the consumption of the robot's ability to 
accomplish the tasks, including the communication between the robots in the coalition 
and the cost of the coalition ability. We denote it by C_cost.  

• A task-specific cost measures cost according to task-related metrics, such as time, 
distance, etc. Here we mainly consider the distance. We denote the cost of the coalition 
performing the task by T_cost. 

Thereby, the cost function of the coalition C performing task t is denoted as: 

 ( ) 1 2Cost C,t C _ cost T _ costω ϖ= +  (7) 

where 1ϖ and 2ϖ  are weighted coefficient of both the coalition-inherent cost and task-specific 
cost, 1 0ϖ >  , 2 0ϖ > . According to the differences between agent coalitions and robot 
coalitions, the income of the robot coalition should be defined as: 

 ( ) ( ) ( )Inc C FTC rew t Cost C,t= × ⎡ − ⎤⎣ ⎦  (8) 

where FTC is the Fault Tolerance Coefficient, rew(t) is the reward after robots accomplish 
task t.  

5. Low-level coalition formation 
At the low level, we employ the ant colony optimization (ACO), the particle swarm and ant 
colony optimization (PSACO) and the quantum-inspired ant colony optimization (QACO) 



Multi-Robot Task Allocation Based on Swarm Intelligence   

 

399 

for the coalition formation. Their performance of forming robot coalition for tightly-coupled 
task is compared by simulation results.  

5.1 Forming robot coalition by ant colony algorithm 
Put m ants on n robots at random, the probability of ant k located on the Robot i choosing 
Robot j is defined as follows: 

 
( )

( ) [ ]
k

ij ijk
ij

ij iu
u J

t 1 /d
p ,

t 1 /d
kj J

α β

α β

τ

τ
∈

⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦= ∈
⎡ ⎤⎣ ⎦∑

 (9) 

where Jk  is the robot set that ant k has not chosen; τij(t) is the quantity of pheromone 
remaining on the line between robot i and robot j; dij (i,j=1,2,…,n) is the distance between 
robot i and robot j, called communication cost; α and β control the relative weights of 
pheromone and communication cost. The ant will stop seeking a route when it arrives at a 
certain robot and finds that the current robot coalition can accomplish the task. When all 
ants have formed their task-oriented coalitions, one loop finishes. Then each candidate 
coalition is checked to verify its feasibility. Update the maximal income and the intensity of 
pheromone according to the following Equation.  

 ( ) ( )
m

k
ij ij ij

k 1
t 1 tτ ρτ τ

=
+ ← + Δ∑  (10) 

Here k
ijτΔ  is the increment of the familiar degree between robot i and robot j given by ant k 

in this loop and it is defined as: 

 

( )

1

,               

0,

k
m

k
kij

k

Inc C
if the coalition formed by ant k includes robot i and j

C

others

τ
=

⎧
⎪
⎪Δ = ⎨
⎪
⎪⎩

∑  (11) 

Inc(Ck) is the income of the coalition formed by ant k. The optimal combination of parameters α, 
β and ρ in this algorithm can be determined by the experimental method. The program 
termination may be controlled by a fixed evolving generation or when the evolving trend is 
inconspicuous. The time complexity degree is O(NC.m.n2), NC is the number of loops. 

5.2 Forming robot coalition by particle swarm and ant colony optimization 
Particle Swarm Optimization (PSO) was proposed by Eberhart and Kennedy (1995). 
Inspired by foraging behaviours of birds, birds are viewed as particles of swarm and their 
motion is affected by their own velocity, best position of individual and population in the 
past. As a result, an optimal solution can be obtained in a complex solution space.  
The system is initialized with a population of random particles and then the best solution 
can be found through iterations. In each time step, particles update their velocity and 
position by the following formula: 

 ( ) ( )1 0 1 2k k k k k kv c v c pbest x c gbest x+ = + − + −  (12) 
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 1 1k k kx x v+ += +  (13) 

where, pbest  denotes the optimal position of single particle,  gbest  denotes the optimal 
position of whole population,  kv  is the velocity of the particle, kx  is the current position of 
the particle, 0c , 1c  and 2c  are weight coefficients. 
1. Particle Swarm and Ant Colony Optimization (PSACO) 
PSO is suitable for dealing with continuous optimal problems, but for discrete optimal 
problems it is difficult to express the velocity of a particle. Therefore, inspired by Genetic 
Algorithms, kvc0  is viewed as variation operator, while ( ) ( )kkkk xgbestcxpbestc −+− 21

 is 
viewed as the crossover operator of current solution with the individual optimal value and 
the global optimal value respectively.  
The PSACO takes an ant as a particle. Ants choose their cooperative ants based on their own 
information, pbest and gbest. Then the current coalition executes crossover operations with 
individual optimal coalition and global optimal coalition to form new coalition. Finally, the 
new coalition executes a variation operator.  
The adopted crossover strategy is to choose a random position from the second string as a 
crossover point. In addition, the variation rule is constructed so as to choose a random 
position, if the variation bit is -1 (the robot is not chosen), its value is set 1 (the robot is 
chosen), and vice versa. 
2. The PSACO Algorithm  
The PSACO algorithm is described as follows: 
Step 1. Initialization 
Set 0NC = , {1,2, , }kJ n= " . Execute ACO to form m initial coalitions and then compute the 
fitness Income0 of each coalition according to Eq. (8). Treat current fitness as the individual 
optimal value ptbest and treat current coalition as the individual optimal value coalition 
pcbest. Then, find the global optimal value gtbest and global optimal value coalition gcbest via 
ptbest.   
Step 2. Put m ants on n robots randomly. 

for k = 1 to m 
{Initialize robot coalition consisting of robots which ants initially are  

  located and delete these robots from kJ . Then calculate the capability 
                vector 

kCB of each initial coalition.} 
Step 3. for k = 1 to m 

while（
kC tB B< ） 

{Choose a robot j according to probability k
ijp  by Eq. (9) and put it into  

  current coalition. Delete j  form kJ . Increase the capability vector of  
  coalitions. } 

Step 4. for k = 1 to m 
Coalition 0( )C k  formed by the K-th ant crossovers with gcbest  thus produces '

1 ( )C k , and 
then '

1 ( )C k  crossovers with pcbest to produces ''
1 ( )C k . After the variation operator applied 

to ''
1 ( )C k , a new coalition 1( )C k is formed. If 1( )C k  can perform the task, compute the 

fitness 1Income  according to Eq. (8). If 1 0Income Income> , the new value is accepted, 
otherwise keep 0( )C k  as the coalition of ant k. Update the values of ptbest , pcbest , gtbest , 
gcbest . 
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Step 5. Compute the coalition income ( )kInc C  by Eq. (8) and save the best solution. 
Step 6. Update the pheromone by Eqs. (10) & (11). 
Step 7. Set 1t t= + , 1NC NC= + , 0ijτΔ =      

Step 8. if（ maxNC NC< ） 
            {1,2, , }kJ n= " ； 
Goto Step 2. 

Step 9. Output the optimal coalition and its income. 

5.3 Forming robot coalition by quantum-inspired ant colony optimization 
Quantum-Inspired evolutionary algorithm (QEA) was proposed by Kuk-Hyun Han 
(2002). It is based on the concept and principles of quantum computing (Grover, 1994) 
such as a quantum bit and superposition of states. QEA performs well even with a small 
population and without premature convergence as compared to the conventional genetic 
algorithm.  
QEA is also characterized by the representation of the individual, the evaluation function, 
and the population dynamics. However, instead of using the binary, numeric and symbolic 
representation, QEA uses Q-bit as a probabilistic representation which is defined as the 
smallest unit of information. A Q-bit individual is defined by a string of Q-bits. The Q-bit 
individual has the advantage that can represent a linear superposition of states (binary 
solutions) in search space probabilistically. Thus, the Q-bit representation has a better 
characteristic of population diversity than other representations. 
1. Encoding with Q-bits 
A number of different representations can be used to encode the solutions onto individuals 
in evolutionary computation. QEA uses a new representation, called Q-bit, for a 
probabilistic representation.  The representation is based on the concept of Q-bit; a Q-bit 
individual as well as a string of Q-bits are defined below. 
Definition 1: A Q-bit is the smallest unit of information in QEA, which is defined with a pair 
of numbers (α,β) as 

α
β
⎡ ⎤
⎢ ⎥
⎣ ⎦

 

where 2 2 1α β+ = . 2α gives the probability that the Q-bit will be found in the ‘0’ state 
and 2β gives the probability that the Q-bit will be found in the ‘1’ state.  
A Q-bit may be in the ‘0’ state, in the ‘1’ state, or in a linear superposition of the two.  
Definition 2: An individual Q-bit as a string of Q-bits is defined as 
 

1 2

1 2

...

...
m

m

α α α
β β β
⎡ ⎤
⎢ ⎥
⎣ ⎦

 

 

where 2 2 1, 1,2,...,i i i mα β+ = = . 
The Q-bit representation has the advantage that it is able to represent a linear superposition 
of states. If there is, for instance, a three-Q-bit system with three pairs of amplitudes such as 
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1 1 1
22 2

1 1 3
2 2 2

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥−
⎢ ⎥
⎣ ⎦

 

Then the states of the system can be represented as  

1 3 1 3 1 3 1 3000 001 010 011 100 101 110 111
4 4 4 4 4 4 4 4

+ − − + + − −  

The above result means that the probabilities to represent the states 000 , 001 , 010 , 011  
, 100 , 101 , 110 , 111  are 1/16, 3/16, 1/16, 3/16, 1/16, 3/16, 1/16, and 3/16, respectively. 
Therefore, the three-Q-bit system contains the information of eight states.  
Evolutionary computing with Q-bit representation has a better characteristic of population 
diversity than other representations, since it can represent linear superposition of states 
probabilistically. Only one Q-bit individual is enough to represent eight states, but in binary 
representation at least eight strings, (000), (001), (010), (011), (100), (101), (110), and (111) are 
needed. 
2. Quantum-Inspired Ant Colony Optimization 
Wang & Li (2007) proposed a novel quantum genetic algorithm for TSP. The basic idea of 
quantum-inspired ant colony optimization is to make ants which have quantum 
characteristics, that is, every ant is a quantum individual and encoded by the probability of 
choosing cooperative robots instead of Q-bit. The QACO is added to the corresponding 
observation process and repairing process (Han, 2002). 
The probability coding is defined as:  

0

1

P
P
⎡ ⎤
⎢ ⎥
⎣ ⎦

 

where 0 1 1P P+ = . The individual is denoted as: 

 0 010 20

1 111 21

j m

j m

k kk k
k

k kk k

p pp p
q

p pp p

⎡ ⎤
⎢ ⎥=
⎢ ⎥⎣ ⎦

 (14) 

where 1,2, ,k n= " , 1,2, ,j m= " , 
1j

k
k ijP P= ,

0 1
1

j jk kP P= − . The t-th generation population of 
QACO is denoted as: { }1 2( ) , , ,t t t

nQ t q q q= " . { }1 2( ) , , ,t t t
nP t X X X= " ,  where t

kX  is the state 
of observing k-th individual, { }1 2

t t t t
k k k kmX x x x= "  ,   t

kjx is either 0 or 1.  When its value is 
0, it means that robot j is not chosen while the value 1 means  robot j is chosen. 
The algorithm of QACO is given as follows: 
Step 1. Initialize 0=t , 0=NC , NNC =max

, mnumAnt= , nnumRobot = ,  0=Δ ijτ ,  

0)0( ττ =ij
 

Step 2. Put m  ants on n  robots randomly  
for 1k =  to m  
   for 1j =  to n  

{ if ant k  starts from robot j ,  then 
1

1
jkP = . According to Eq. (9), calculate 
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the probability of choosing cooperative robots,
1j

k
k ijP P= , 

0
1

j

k
k ijP P= − } 

Step 3. Observe the individuals of ( )Q t and get the states ( )P t . 
Step 4. Check whether every state in ( )P t is a solution, if not then go to Step10 and repair it. 
Step 5. According to Eq. (8), calculate the income ( )t

jInc X of t
jX . 

Step 6. Save the optimization coalition b and its income ( )Inc b . 
Step 7. Update the pheromone by Eqs. (10) & (11). 
Step 8. Set 1t t= + , 1NC NC= + , 0ijτΔ =     
Step 9. If ( )maxNC NC<  and not keep evolving for a long time then go to Step 2, else 

output the optimization coalition and its income.  
Step 10. Repair the state which is not a solution through repairing process. If states in ( )P t  

are all solutions, then go to Step 5. 

6. High-level task allocation  
The following parameters are introduced; m denotes the number of ants, each task is 
denoted as node 0, and the candidate robots or robot coalition are labelled as node 1 to n. 
The probability that ant k moves from node 0 to node j is formulated below: 

 
( )
( ) [ ]

i

ij ijk
ij

iu iu
u J

t 1 / cost
p ,

t 1 / cost
ij J

α β

α β

τ

τ
∈

⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦= ∈
⎡ ⎤⎣ ⎦∑
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where Ji is the set of candidate robots or robot coalition to task i, and costij is the cost of 
robots or robot coalition to finish task i. If the task can be completed by a single robot, the 
cost is both the distance of the robot to the task and its ability consumption. Otherwise, the 
cost Cost(C,t) is the cost of robot coalition to complete the task. For each ant k, the first task 
node in the task list is the beginning point for the optimization. After ant k chooses an 
undertaker, it moves to next task to choose an undertaker for next task, and so on. When ant 
k has chosen undertakers for all tasks, one task allocation is finished. When all ants have 
completed a solution, one cycle is completed.  The solution with the maximal income is the 
optimal solution, and then updates the intensity of pheromone according to Eq. (10). 
However, k

ijτΔ  is defined as follows: 

 k
ij m

kj
k 1

Q ,        
cost

Q is a constantτ

=

Δ =

∑
 (16) 

The detailed task allocation algorithm is as follows: 
Step 1. Initialization 
Set 00, 0, (0) , 0, , ,ij ijt NC numTask s numAnt m numRobot nτ τ τ= = = Δ = = = = , the capability 
requirement of each task, capability vector and cost vector of each robot.  
Step 2. for i=1 to s 

for k=1 to m do 
{Ant k starts from the first task and determines whether the current task i is a  
tightly-coupled task. If it is, then go to step 7, else choose an undertaker from 
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iJ according to k
ijp by Eq. (15) and calculate the income. Then, ant k moves to next  

task and repeats the above process until all tasks have been allocated to  
undertakers.} 

Step 3. Calculate total income of the task allocation formed by each ant. Then, update the 
maximal income and the allocation schema. 

Step 4. For ant k=1 to m do 
Update the intensity of pheromone ( )1tij +τ  according to Eqs. (10) & (16). 

Step 5. Set 0,1,1 =Δ+=+= ijNCNCtt τ . 

Step 6. If (NC<NCmax) and (still keep evolving) then go to step 2 
else output the allocation schema with the maximal income and stop the program. 

Step 7. Call coalition formation algorithm ACO, PSACO and QACO to form a coalition for 
task i, then goto Step 2. 

The allocating process is finished by the algorithm above. If current task is tightly-
coupled, the high-level algorithm will call the low-level algorithm to form a coalition 
formation.  

7. Deadlock elimination 
Because robots are fully distributed in the system with equal status among them, it is likely 
to appear deadlock due to robots waiting each other at different task position. We employ a 
simple strategy to avoid the deadlock. Each robot has a task queue. Robots perform tasks in 
the same order as the tasks are allocated.  

8. Simulation  
In order to verify the effectiveness of proposed algorithms, we implement the algorithms in 
the TeamBots platform developed by Carnegie Mellon University and Georgia Institute of 
Technology. The implementation runs on a PC with M CPU 750, 1.8GHz Intel Pentium 
processor.  Based on the transportation mission, there are some tasks in the environment.  
Some of them can be carried out by a single robot (loosely-coupled task) and the others must 
be completed by multiple robots (tightly-coupled task). Tables 1 and 2 list the capability of 
robots and task requirement. 
According to Tables 1 and 2, we can find that tasks T1, T3, T6 and T9 must be completed by 
multiple robots. Simulation parameters are as follows:  
The high-level ant colony size m=20, low-level colony size n=20, the maximal iteration 
number maxNC 500= , Q 1= , ( )irew T 1000= ,   0.5δ μ λ= = = , 1 2 1ϖ ϖ= = , 1.5α = , 2β = , 
and 0.9ρ =  
The task allocation algorithm was run 10 times. A comparison of three coalition formation 
algorithms is given in Fig. 3 and Table 3.  
From Fig. 2 and Table 3, the following conclusions can be made: 
1. The effectiveness of ACO is poor and it is easy to enter into premature convergence 
2. The quality of PSACO is best, however, because each ant takes  longer time than other 
two methods to finish a cycle, the runtime is relative long 
3. QACO can find a good solution in a short time, so it is suitable for large-scale multi robots  
systems 
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Robot Capacity Cost Robot Capacity Cost 
R0 1, 0, 1 1, 2, 1 R8 3, 2, 1 2, 1, 3 
R1 1, 1, 1 1, 1, 2 R9 3, 1, 1 2, 3, 2 
R2 2, 1, 2 2, 3, 1 R10 2, 0, 1 1, 4, 3 
R3 1, 2, 1 3, 2, 1 R11 1, 3, 3 2, 2, 1 
R4 0, 1, 1 1, 1, 1 R12 2, 1, 3 1, 3, 1 
R5 1, 1, 2 2, 1, 1 R13 0, 2, 1 3, 1, 2 
R6 0, 1, 1 3, 2, 3 R14 1, 2, 3 4, 2, 1 
R7 2, 2, 1 3, 2, 1    

Table 1. Capacity vector and Cost Vector of Robots 
 

Task Capacity 
Required Position Task Capacity 

requirement Position 

T0 1 1 1 (13,10) T5 1 1 2 (15,0) 
T1 3 2 3 (0,0) T6 3 3 2 (0,-10) 
T2 1 2 1 (10,-10) T7 1 2 3 (20,-10) 
T3 3 3 1 (-10,10) T8 2 1 2 (20,20) 
T4 2 1 1 (-8,-3) T9 3 2 4 (20,0) 

Table 2. Task requirement information 
 

Generations  

In
co

m
e

 

 
Fig. 3. Optimal evolution curves 
 

Algorithm Best 
(Generations)

Worst 
(Generations)

Average 
(Generations) 

Average 
runtime（Sec） 

ACO 9012 8953 8988 7.37 
PSACO 9030 9030 9030 8.52 
QACO 9022 8971 8997 3.75 

Table 3. Results comparison among ACO, PSACO and QACO 
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9. Conclusion 
This paper discusses the key issues of robot coalition formation. A task allocation 
mechanism based on swarm intelligence is proposed. This allocation method adopts a 
hierarchical architecture. At the high level, we employ Ant Colony Algorithm to find 
optimal allocations; each ant forms a task allocation so as to choose an undertaker for every 
task. At the low level, each ant forms a task-oriented robot coalition to perform a tightly-
coupled task. ACO, PSACO and QACO are used to form the coalition. The algorithm is 
implemented in the TeamBots platform. Simulation results show that the proposed 
approaches can effectively achieve loosely-coupled and tightly-coupled task allocation in 
large-scale multi-robot systems. PSACO achieves the best solution, but its running time is 
the longest. On the other hand, although QACO is somewhat inferior to PSACO in the 
solution quality, its running time is only half of two other methods. Therefore, QACO is 
more suitable for the large-scale multi-robot system. Our future work is to improve the 
performance of algorithms and accelerate their convergence. 
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1. Introduction     
Robot architecture (or controlling architecture) mainly describes robot combining modules, 
then relationship between modules and exchanging between robots. Up to now multi-robot 
architecture is one of the main topics in multi-agent and multi-robot research, and many 
researchers strive to design controlling architectures of excellent performance, and a few of 
them have already proposed some valid multi-robot architecture and given related 
simulation [Dias 2004], among which the famous are 
• Architecture of GOPHER [Caloud et al. 1990] combined by four layers including 

decomposition and distribution of task, moving programming and execution control. In 
GOPHER a central task processing system (CTPS) take charge of task distribution.Every 
robot can learn its task from CTPS’s announcment, use task distributing algorithm to 
determine its own role, and use a classical AI programming technique to realize its role. 
Although has successfully fulfilled tasks of box pushing and tracing, GOPHER prevent 
robot join other task before fulfilled its current task, and has not clearly proposed how 
robot can restore from error or failing, and how to make use of the limited sources and 
to define state role. These limitations have weakened robot in GOPHER to work well 
under dynamic environment. 

• Distributive architecture of ALLIANCE [Parker 1998] was a behavior-based, fault-
tolerant and self-adoptive multi-robot cooperative architecture. In ALLIANCE, 
individual robot used a behavior-based controller to select behavior based on a 
motivation model. Robot in ALLIANCE could not make fast and optimal response in 
dynamic environment. ALLIANCE has not considered optimal distribution of limited 
resources, did not allow dynamic assigning of new type tasks too. By far ALLIANCE 
has fulfilled tasks such as box pushing, disc collecting, and formation moving. 

• Lueth and Laengle [Laengle et al. 1998] co-proposed a distributive controlling 
architecture of KAMARA team oriented to multi-robot cooperation. KAMARA is 
behavior fault-tolerance and error correction also. The architecture is based on universal 
concept of agent to respresent robot component. Agent take charge of communication, 
task programming and behavior selecting, and task executing. In KAMARA, agent 
without capability can not take part in consultation and being assigned any task. 
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KAMARA can not guarantee incapable agent fulfilling its task. And in addition, in 
KAMARA there is no optimal resource exploit also, so agent need to store all the 
resources, thus will lead to a calamitous increase of consultation. 

• The famous controlling architecture STEAM [Tambe & Zhang 1997] was built on   joint-
intension and sharing programming. STEAM does not rely on special domain 
knowledge, thus is reusability. In order to reduce communication, based on decision-
making theory, STEAM used a communication selecting mechanism to guarantee the 
realization of joint-intension although without any communication. Tambe and etc. 
have further designed a consultation-based model of CONSA based on STEAM. 

• Noreils[Noreils 1993]proposed a three-layer hierarchical controlling architecture , in 
which programming layer divides task into little sub tasks and assigns sub tasks to a 
robot network, controlling layer organizes robot in task fulfilling, and function layer 
provides actually controlling. Noreils has report implement of this architecture in multi-
robot cooperation of box pushing. 

• Habib [Habib et al. 1992] proposed an AC-tRESS controlling architecture, in which a 
consultation mechanism allow robot to seek help from other robots when needed. 

• Zhao,Y W. & Tan, D L [Zhao & Tan 1990] proposed a hybrid hierarchical architecture 
based on behavior decomposition. 

• Tan-Min and etc. [Tan et al. 2005 ;Chao et al.2001] proposed a hybrid controlling 
architecture oriented to task-level cooperation of multi-robot system, which was 
combined by layers of system monitor, cooperative programmer, and behavior 
controlling. 

Since hierarchical cooperation can reduce programming complication and improve system 
efficiency, the above architectures are almost hierarchical, but these architectures have not 
emphasized autonomical behavior decision-making. 
We take for that in multi-robot system under highly dynamic environment, it is impossible 
and unpractical to rely on one controller to assign task and to make route programming for 
all robots, robot must has capability of autonomous, self-adaption, and cooperation, all the 
three are of the same importance and can not be lacked. 
In this chapter, in order to emphasize the autonomical behavior decision-making, and for 
system modularity and robusticity, we propose a hybrid architecture based on five layers, 
among which decision-making is explicitly being presented as one laye. Since in our 
architecture, different layer send out different information, communication consumptioncan 
is largely reduced, and when exigency occurrs, robot needs not to wait for induction from 
high layer, thus the system is more effective and robustic.  
Firstly we introduce the hybrid architecture in section 2. Then we design the decision-
making module and develop a related algorithm in section 3. In section 4 we gave details on 
implement of our architecture in Garbage disposal under dangerous environment, and at 
last in section 5, we arrived at some chapter conclusions. 

2. Hierarchical robot architecture based on behavior 
Based on the advantage of existing robot architecture, considering characteristics of moving 
task of multi-robot in dynamic complex environments, emphasizing robot’s capability of 
self-adaptive, autonomous decision-making and cooperation, and strengthening monitoring 
of robot also, we proposed a behavior–based five-layer hybrid architecture of hierarchical 
individual robot, which includes two modules and five layers  as shown in figure 1. 
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Fig. 1. Five-layer hybrid hierarchical robot architecture 

Where the five layers are  
1. System Monitoring Layer 
Combined by monitoring modules, this layer watch if system state is abnormal. If it is, then 
halt task execution and send a message to behavior planning controller.  
2. Organization and coordination layer 
This layer mainly take charge of task management and make robot cooperation rules. It 
consists of seven modules as below 
• Repository stores knowledge of environment, task, robot and experience. Robot 

knowledge are about other surrounding robot, especially robot’s location, pose, and 
intension. Experiential knowledge are a set of examples, which robot canuse for 
reference when organizing, coordinating and programming.  

• Update module periodically modify and update its interior organizing and 
coordinating database according to information it collected.   

• Task decomposition module will partition system functions according to knowledge of 
tasks, and to build up robot organization model.  

• Task assessment module  will assesses the cost and befit of task fulfilling.     
• Task assigning module. According to different robot role, this module assigns tasks 

using a cost contract network or of optimization.  
• Communication module mainly transfers local layer information among robots.   
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• Cooperation module is the kernel controller in the layer. By exchanging with the same 
module of other robot,it sets up a hierarchical organization, and by cooperatively 
assessment, decomposition and assigning of task, it can fulfill task decomposition and 
assigning the subtasks quickly and rationally.  

3. Behavior decision-making layer 
This layer reflects robot autonomy and is mainly combined by behavior decision-making 
module and communication module. The first behavior decision-making module involves 
robot intention and realizes robot’s cooperation intension. According to repository content and 
information from exchanging, this module autonomous search, reason and decide, produce 
joint behavior intension, that is, to choose a team to take part in. The second communication 
module mainly transfers information about behavior intension among robots.  
4. Behavior control layer 
This layer mainly takes charge of detail planning and executing of behavior decisions made 
by the above behavior decision-making layer. Behavior control layer is mainly combined by 
module of programming, coordination and communication. Programming module produce 
or select a recently behavior sequence according to tasks selected by behavior decision-
making layer, when error or unexpected events occurring, programming module need to do 
reprogramming. Strategy coordination module coordinates robot moving to avoid collision 
and dead-lock as  much as possible. Communication module transfers information about 
behavior programming and coordination. 
5. Response layer 
This layer is combined by response modules, and primarily give rapid response. In this 
layer there is a rule base which maps perceived information to some special behaviors. 
Behaviors of this layer have the highest priority. Two modules within response layer are   
• Perceiving module 
This module perceives and abstract environmental changes during robot moving Different 
kinds of information after abstracted will be loaded and processed in a related processing 
layer. For example if perceived some emergent, then information will be sent to response 
layer, from whose’s response, behavior instruction will be sent to an Execute Module. 
• Execute module 
This module takes charge of actual behavior execution, such as avoiding obstacles, forward 
and backward movement, and etc. 
In our architecture, time cost in decision-making layer is the longest. As refer to literature 
[Farinelli et al. 2003], time cost in response layer was about 10 ms, and that of higher layer 
was longer than 1min. In general, our proposed architecture has properties such as 
• By setting a behavior decision-making layer to emphasize robot autonomous ability; 
• Different layer will send out different information, thus can largely reduce 

communication consumption. 
• When exigency occurring, robot can make response by itself, no need to wait decision 

from some higher layer, and  
• System has modularity and robusticity.  

3. Implement of behavior decision-making module 
Robot can be taken as agent that has limited range of vision and communication, and certain 
autonomy. So robot in system has capabilities such as [Tang 2002, Xu 2004]. 
• Perceptive capability,it can perceive and adopt to the changes of environment.  



Research on Multi-Robot Architecture and Decision-making Model   

 

413 

• Communication capability, which is needed when robots consult for cooperation.  
• Moving capability, which includes steering and moving in dynamic environment, such 

as climbing, cross country, paddle and etc. Moving capability can be represented by 
moving speed and direction.  

• Behavior capability, which includes skills needed in task fulfilling, such as installing, 
maintaining, conveying, digging, site leveling out, attacking, scouting, computation, 
searching, and plotting and etc.  

• Behavior decision-making capability, which is robot autonomy in behavior. In this 
chapter, this mainly refers that under multiple task condition, robot can decide to select 
a task team to join in according to information it collected.  

• Real time response capability, which means that robot can response and take behaivior 
in emergency, such as avoiding obstacle and collision. 

• Cooperation capability. In multi-robot system, robot must have capability of 
cooperation with others for task fulfilling.  

• Capability of local programming, which means that robot can deduce other robot’s 
intension, and according to this to plan behavior of its own. 

• Organization capability, it refers that Leader robot can organize and coordinate robots 
with different skills to fulfill tasks together. And  

• Learn capability. Individual robot must can learn from and adopt to complicate and 
changeful environment, thus to improve the running efficiency of the whole system.  

The below studies are mainly related to robot decision-making module in our architecture. 
We firstly give definitions of robot intension, intension rule and role, then analyze factors 
influence robot behavior decision-making, at last propose a intension decision-making 
algorithm based on multiple dimension attributes. 

3.1 Definition of intension 
In dynamic environment, if can not fulfill some complicate task independently for lack of 
essential global environmental information or skills by itself, individual robot must has 
capability to choose a team to take part in, synthetically according to the environmental 
information collected by its perceptive system, intension of other robot within its 
communication range, and system runner’s indirect instruction (called as joint intension), 
and through behavior programming to produce a series behavior to fulfill the intension .  
Definition 1 Robot intension 
Robot intension expresses robot’s task selection at some time abiding by the intension rule 
defined as below. 
Definition 2 Robot intension rule 
There are two robot intension rules  
• At a certain time intension only can be one, and  
• intension must be of some certain stability and flexibility. 
Here stability refers that intension can not change frequently, and flexibility is that intension 
can change in some special situation, such as robot encounter a new target, or intended task 
has being fulfilled, or motivation of one target disappeared. When accident comes forth in 
task fulfilling, individual robot should modify its intension also. 

3.2 Definition of role 
Because of robot’s limited vision and communication capability, so in order to reduce 
communication, according to robot’s knowledge of current task and the distance from the 
task, we give the definition of state role that can be referred to [Chaimowicz et al. 2002]. 
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Definition 3 State role 
In task fulfilling, the distance from robot to task and robot’s responsibility are called state 
role, it is related to task in specified application. State roles can be converted dynamically. In 
our system, we set five state roles, including Explore, Leader, Approach, Attach and 
Arrived.  
Definition 4 Leader 
Leader is the first robot that arrives at task, and take charge of organizing of task fulfilling. 
To a given task, Leader should be the only. Represented  by R0, Leader can be described as 
 0( , _ ) ( , _ )Find first goal T Distance R goal T ρ∧ ≤ , where 0ρ >  is the nearest distance constant , 
and goal_T is goal of the task. 
Definition 5 Arrived 
Arrived is robot that had arrived at task location and waiting for fulfilling it, which can be 
described as 

0( , _ )Distance R goal T ρ ε≤ + , where 0ε >  is a small positive constant. In our below 
experiments, ρ ε+  is equal to robot vision radius.  
Definition 6 Attach  
Attach is the robot within R0’s communication range or R0 can indirectly communicate with 
it, and it has already selected some task and already begin to move to. Attach can be 
described as 0 0( , ) . .Distance R R R Cap Crange≤ .  
Definition 7 Approach 
Approach is also within R0’s communication range or R0 can indirectly communicate with, 
Although Approach has got some task information, but it has not selected any task yet.  
Definition 8 Explore 
Explore are robot that move randomly in environment for searching task.  
In system running, each robot will correspond to and execute one role at one moment. In 
dynamical environment robot’s role can be reassigned, which include methods of 
Dynamical Assigning and Relocating. In Dynamical Assigning, robot can be assigned to a 
new role after it fulfilled a task. After all the tasks of one team having being fulfilled, the 
team will be dissolved, and Leader and Arriveds will be reassigned as Explore. When 
Leader is not competent, its role can be changed to Arrived also. In Relocating, robot stops 
executing its current role and start a new one, and in dynamic environment, robot can 
become the Leader through competition. Since in its moving, robot’s team selection is 
continually changed and robot may serves different role, thus robot can reassign and 
relocate its role at any moment.  
We prescribe that to the same task, role Relocating abide by the conversion order of Explore-
>Approach->Attach->Arrived->Leader. 
Roles and their dynamically reassigning can be described in figure 2, in which a solid arrow 
represents Relocating, and dashed arrow represents Dynamical reassigning.  
Since Explore does not send but only accept information, after selecting one team Approch 
only send application of team joining to task Leader, and Arrived does not send out any 
information, thus by role setting, communication in our system can be reduced largely. 

3.3 Attributes related to joint intention making 
It is key to decide intension in our five-layer architecture. Below we firstly analyze two 
kinds of factors that affect the autonomy of task selecting. One kind is indirect influencing 
factors produced by task, including main task attributes. The other kind is direct factors 
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Fig. 2. Depict of role conversion 

produced by robot itself, which include robot own capailitis. Below we give details about 
these two kinds of factors.  
1. Indirect factors 
Indirect factors are all kinds of attraction of task to surrounding robot, which including 
• Skills need to fulfill task Tj 
Represented by TCapj, is the capability set need for fulfill task Tj. If  robot  has no TCapj it 
will be refused by task Tj. 
• Benefits of task Tj  
Represented by ULj, is the total benefits from fulfilling of task Tj. The more ULj, the larger 
attraction of task  Tj.  
• Least robot number needed for task Tj 
Represented by Tnumj, it the least robot number needed for task Tj.  
• Complex degree of task Tj  
Represented by prj, complex degree of task Tj is the integrated complex degree, its value is 
between 0 and 1. In muti-task enviromnet, different tasks have different complex degree. 
Value of the above factors are set by system runner, and have no relation to system running 
time.  
• Location of task 
Location of task Tj at time t is represented by TPlacej(t), which can be fixed or changeable 
either, for example, when multiple robots are rounding up multiple targets, task location 
will change continuously.  
• Number of robot taking part in task 
Number of robot taking part in task Tj at time t is represented by Cnumj. The smaller value 
of Tnumj - Cnumj, the greater attraction of task Tj. 
• Number of robot intend to take part in task  
Number of robot intend to take part in task Tj at time t is represented by Anumj(t). The 
smaller of Tnumj - Anumj, the more attraction of task Tj.  
• Task priority 
The priority of task Tj at time t is represented by Prj(t). The higher of the priority Prj(t), the 
more attraction of Tj.   
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2. Direct factors  
Direct factors mainly include robot’s own effect on task choosing, which include 
•  Robot capability   
Capi is the capability set of robot Ri. If robot wants to take part in a task, it must has the 
capacity required by that task. Since there are more than one tasks, therefore we can define 
Q to represent if robot Ri has skills needed by task Tj.  

: {0,1}Q Cap T× →  

Q(Capi,Tj)=1 represents robot Ri has skills  for task Tj. Q(Capi,Tj)=0 does not.  
•  Success rate 
Abij is the estimated success rate of robot Ri completing task Tj. As a machinery or 
equipment, robot will be aging and possibly go wrong, and possibly can not filfill some task. 
According to its current situation, robot estimate an Abij, 0 < Abij ≤ 1. The larger Abij the more 
confidence of robot to fulfill task Tj.  
•  Task attraction 
Task has attraction to robot, which will reduce along with distance increasing[Parker 1999]. 
Using Attri representing the attraction, distance (Ri,R0) representing distance from Leader 
robot R0 to robot Ri, and 0 < distance (Ri,R0) ≤ 1, then 

0( , )i
i

kAttr
distance R R

=    

Where constant k is the largest attraction. In order to discuss conveniently, let k=1. 
Therefore, 0 < Attrii ≤ 1. The larger Attri, the more task attraction. 
• Current state role 
According to whether robot Ri is within the communication of R0 of one certain task Tj, we 
can set robot Ri to different role, which can be represented by Staij. Staij=0 represents  role of 
Explore, Staij=1 of Approach, Staij=2 of Attach, Staij=3 of Arrived, and Staij=4 of Leader. 
When robot select task, it need to fully consider role property, and select the task in which 
robot’s role can be of higher priority.  
• Intending benefit of task completing 
RULj(t) is benefit expectation of fulfilling task Tj , which can be calculated by  

( ) j
j

j

ULRUL t
Tnum

=                          

The larger RULj(t), the more interesting robot feeling in task Tj.  
• Communication amount 
For data sharing, robots needs communication with each other. Communication amount 
Comij is the ratio of the observed robot number (Rv) to the total robot number in the team 
(Tnum), that is 

vij
RCom

Tnum
=                                

The larger Comij, the more time cost and less choosing interesting.  
•  Interesting factor 
Intij is the interesting degree of robot Ri in task Tj, which can be calculated using 
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ij
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ij
i

TimesInt
Times

=
∑

    

Where Timesij is the total times robot Ri had chosen task Tj. From Intij we can induce the 
interesting of robot Ri in task Tj, and lead robot Ri to select Tj. 
• Time factor 
Take into account the continued influence of time interval Ri on the selection of task Tj, we 
induce a remember coefficient ξ . Denote the interval between that moment and current 
using Δ time, and according to Ebbinghaus forgetting curve , we can compute the remember 
rate of robot Ri selecting Tj  

b
timeij ceξ Δ=  

where b,c are some positive number.  The above formula shows that the smaller Δ time, the 
less possibility of Ri forgetting Tj. 

3.4 Decision-making model based on multi-attribute 
Decision-making model based on multiple attributes is an important kind of that by 
multiple rules, which was usually used in fields such as military, economy and polity. This 
model can be used under condition that parts of tast attributes and weights have been 
known [Y 2003]. We can descrbe these attributes by a decision-making matrix.  
1. Matrix of decision-making based on multiple attributes  
Denote the selected attribute set as 1 2{ , ,..., }mZ Z Z Z= , the task set as 1 2{ , ,..., }mT T T T= , then 
the value of m attributes related to n tasks can be represented by a optimal matrix X 

                 

11 12 1 1

1 2

1 2

j n

i ij in

m m mj mn

X X X X

X Xi X X

X X X X
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⎢ ⎥
⎢ ⎥
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X
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# # # # #

… …
# # # # #
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Where Xij represent the ith attribute value of task Tj. all element in matrix X are unprocessed 
primal data, has different physical meaning and usually different dimension, and value 
difference is larger, so X need to be nondimensionalized( or standardization), by transforming 
actually attribute value in X to relative value. To do this, we first divide attributes into benefit 
type and cost type, according to the influence of attribute value changing on task selecting. 
Benefit type is that benefit is large if attribute value is, this kind of attribute are also called 
positive ones. And cost type are that benefit is large and attribute value is small instead, this 
also be called as invert attributes. Then we can adapt the formula (1) and (2) in [Y 2003] to 
compute the standardized optimal attribute degree yij of benefit type by   

 
max

, 0ij
ij ij

i

Xy X
X

= ≥  (1) 

and of cost type by  

 ,   min 0i
ij ij

ij

Xy X
X

= <  (2) 
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In (1) and (2), Xi max and Xi min are the maximum and minimum of attribute i respectively. 
After the above standardization, we can get the  relative optimal attribute degree matrix Y  

11 12 1 1

1 2

1 2

j n

i ij in

m m mj mn

y y y y

y yi y y

y y y y

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
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Y

… …
# # # # #

… …
# # # # #

… …

 

2. Parameter determination  
Weight coefficient is very important in our architecture, it can reflect how the attributes act 
on optimum seeking. By now there are subjective and objective methods to determine the 
weight. Here we adapt the first, and weight values are set by system runner beforehand, 
and denote the attribute weight vector w as 1 2{ , ,..., }mw w w w= , where Wi  is the weight of 
attribute Zi and w satisifies  

1
1

m
i

i
w

=
=∑  

3. Task selecting  
In optimal take selecting there is some relativity, the final result is relative to the m attributes 
of n tasks. Here we take the chose task as a selecting project and for conveniently analysis 
and comparison, we set a best selecting project Y+ and a worst one Y-. In Y+, all the relative 
optimal attribute degrees can reach their largest value, and in the worst one, it is on the 
contrary. Thus we have      

     1 2( , ,... )T
mY y y y+ + + += , and 

-
1 2( , ,... )T

mY y y y− − −=  

Where -

1 1
max{ }, min{ }ij iji i

j n j n
y y y y+

≤ ≤ ≤ ≤
= =  are the relative optimal attribute degree of attribute Zi 

when select task Tj. 
Since the existed n optional projects are commonly between Y+ and Y-. So we can not but 
compare every actual project with Y+ and Y-, and to search the nearest to Y+and the farmost 
fromY-. But it is harder even to do this. Therefore, we introduce a concept of weighted 
Euclidean distance, and use a relative closing degree to judge the distance from one project 
to Y+ and Y- and select the optimal project. The weighted Euclidean distance of project j to 
Y+ and Y-can be computed  

- 2
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Where wi is the attribute weight. Thus the relative closing degree of project j is  

1,2,...,j
j

j j

DC j n
D D

−

+ −= =
+

  

It is clearly that 0 ≤ Cj ≤ 1, and the larger Cj, project j be nearer to Y+ and be better. As to Y+, 
Cj = 1, and to Y-,  Cj = 0. 

3.5 Behavior decision-making algorithms based on multiple attributes 
Behavior Decision-Making in dynamic environment has properties such as robot’s own 
autonomy and isomerism, variability of the dynamic environment, distribution of task, and 
task’s own isomerism and variability. Thus in task executing, robots need to select a fitter 
task according to the exterior and interior on-line information, and make the whole system 
be in a changefully task assigning state. And just because of this, robot will dicover more 
than one task at one moment, and it must chose one team to participate in according to its 
knowledge about the task and by the judging of its own capability.     
Recently, most algorithms for task choosing merely have considered whether robots fits 
task, or only have further considered the single attribute of distance from robot to task. In 
this research, according to analysis in the last section and at the precondition robot suit to 
task, by fully considering many factors such as task, environment and robot itself, combing 
attribute weight, and we propose a new robot behavior decision-making algorithm.  
The main idea of our algorithm is that robot use greedy strategy to choose task, this also was 
called the one-step optimization. The algorithm idea is that, after every time interval Δt, in 
order to obtain information about other robots’ current situation, tasks needed to perform, 
and situation of known tasks, robot will exchange with other robots within its 
communication range. Integrating the information, robot will firstly find out a set of tasks it 
competent for, then determine the relative attributes and weights, load the multiple 
attributes decision matrix, and at last choose target task. These details are shown in figure 3.  
In the implement, robot state in system can be described by a septuple  

=  < , , , , , , >R def id_robot Cap State Envir Rec Comm Time  

Where  
Id_robot is the unique ID of robot; 
State is the current interior state of robot, which is represented by a quintuple (Sta, Vic, θ, 
id_ros, SRole), here Sta is robot’s location, Vic and θ are robot’s speed and direction of current 
moving, id_ros is the identifier of robot’s chose task, and SRole is robot’s current role. 
id_ros=0 represents that robot has not selected any task , accordingly SRole =’Explore’; 
Cap represents robot’s capability, which can be described by a group of (SRange, CRange, 
MV, AC, ST, REAC, CO, PL, OR, LE), which are robot’s vision radius, communication radius, 
and the ability of moving, behavior, behavior decision-making, real time reaction, 
cooperation, local programming, organization, and of learning respectively; 
Envir is the state space set of robot’s possible world, such as information of surrounding 
geographical environment, of obstacles and surrounding robots; 
Rec are history records, which are combined by a tetred (Tj, TStaj, Prej, timej) of task Tj, where 
TStaj is the latest state, Prej represent the predecessor robot related to task Tj, that is the ID of 
the robot who apprize the latest information, and timej represents time when the robot come 
into learn task Tj; 
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Fig. 3. Flow chart of behavior decision-making algorithm based on multiple attribute 
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Comm is robot communication language; And  
Time is the time of updating record, which used in maintaining robot group.   
The Algorithm in detail is described in below algorithm 1. 
Algorithm 1: Behavior decision-making algorithm based on multiple attribute 
/*Algorithm description: After every time interval Δt, robot Ri will update organizing or 
coordinating database and task information perceived by itself or obtained by 
communication, and choose one task*/ 
Step 1. Set i, 1 ≤ i ≤ m 
Step 2. Ri exchange with robot Ri within its communication range. 
Step 3. if Ri find a new task in its vision range, then Ri.Rec.Rvi ← Leader;  /*set Ri the 

Leader of the new task*/ 
Step 4. Ri judge if there are any other new tasks by analysis the received information, if 

there not any, Ri maintain its previous situation and goto 15. /*to maintain task’s 
relative stability*/ 

       /* below steps dealing with currently known tasks*/ 
Step 5. merge new task with the previous task set, set the counter count ← 1, and set the 

known task number to M. 
Step 6. according to robot’s selected task, divide all robots into M class 
Step 7. to each task, judge if it has been completed. if has, delete its information and goto 10. 
Step 8. if the new task k is the same as the current task of Ri, then update the information of 

task k with its latest information. Set the ID of robot who giving new task 
information with u, and goto10 

Step 9. if . .i j jR Cap T TCap⊆ , then add task Tj, add set ID of robot who giving new task 
information with u 

Step 10. count←count+1 
Step 11. if count Mδ ≤  then goto 7 
Step 12. call the behavior decision-making algorithm based on multi-attributes, find the task 

whose intension function get the largest value by calculating max( ( ))jUi t . 
Step 13. if _ik R .id ros== , then goto 15 /* to perform the same task as current*/ 

       else Ri send a request to robot Ru for joining in task k.  
Step 14. if Ri be accepted by task k, then set _iR .id ros k= .    
Step 15. if  _ <>0iR .id ros , then calculate the distance from robot Ri to Leader, and reassign 

Ri’s role, then call the behavior programming module. Start and perform the 
behavior control module. 

Hereon, robot uses a one-step optimal searching strategy to choose task. This has merits 
such as below 
• After each moving step, robot will collect new information about tasks and 

environment, to avoid information outdated.  
• Can find disabled robot. If one robot has not updated its information for a long time, 

then other robot take it being wrong and will inform this to Leader. 
• By using the minimized task relationship, potential communication conflicts and time 

needed for conflicts solving can be reduced, thus system efficiency can be improved. In 
Algorithm 1 each step is the optimal, so it is fit for changeful dynamic environment in 
which it is difficult to make a wholly route programming. 
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4. Garbage disposal in dangerous environment and its implement 
In this section, in a simulated cross-country environment, test result of multiple robots 
fulfilling garbage disposal through efficiently corporation was used to validate the efficiency 
of the proposed hierarchical controlling architecture and the decision-making algorithm. 

4.1 Problem description 
Multiple robots cooperatively performing garbage disposal was a loosely coupling problem, 
that is, robots separately search and dispose the garbage. There are two kinds of method to 
do this. In the first kind of method, robots of different labor division will cooperatively dig 
and bury garbage on the spot. In the other kind, robots firstly need to convey garbage to 
some specified center then to dispose. Here we take the two kinds as two works. 
In system, there set three class of robots, in which class i are crane robots adept at pushing 
and convey object. Class ii are rooter robots adept at sapping. And class iii are conveyance 
robot. All the three kinds of robot have stored information of task, can perform functions 
such as task searching, organize, and coordinate. the first kind of task needs corporation of 
robot class I and ii, in which after robot of class ii fulfilling dig, one or more than one robot 
of class i will push garbage into the hole. And the second kind of task need the corporation 
of ii and  iii, as that robot of  class ii grasp and transfer garbage to robot class  iii, and one or 
more robot of class  iii will transfer garbage to an appointed location .  
At system beginning, robots having capabilities of environment perceiving and behavior 
programming were dispersed randomly in the cross-country environment, and began to 
search garbage object. When find some garbage, robot will firstly judge whether it can 
dispose the garbage by itself, if can, then began to, otherwise it will take the garbage as a 
task and itself as the Lead, make sure numbers of three class robot needed according to 
task’s size and property, and began to inform other robot to form a group. Without loss of 
generality, we assumed that task of the first kind need 1 robot of class ii and a few of class i, 
when robot number meet the required, robot of class ii will surround the task, which 
represent robots have disposed garbage jointly, and task has been completed. As to the 
second kind of task, we assume there need 1 robot of class i and a few of class iii, similarly 
all the needed robots must firstly come to the garbage, then they form a column team for 
garbage portage. After convey garbage to a target location, the task be completed.  
In realization, the number of needed robot and of that around were labeled in a square 
bracket beside the task. Three colors as we listed above were used to indicate the founded, 
being performed and completed state of task respectively. If task is hung, then its needed 
robot number is 0. 

4.2 Implement strategy 
Form point of view of organization, robots can be divided into task Leader and 
collaborators. As manager of task, Leader will fulfill certain task also. Leader uses algorithm 
2 below to build up a team, and also to fulfill task as soon as possible.  
Algorithm 2:  Leader select team member 
Step 1. After tasks being announced, Leader begin to time and set i=0; 
Step 2. Leader announces current tasks information to robots within its communication; 
Step 3.  Leader judge each answered robot Ri if it has competent to join the team. If it has 

not, goto 8; 
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Step 4. Leader read the capacity of Ri related to task Tj; 
Step 5. if ( ) ( )j jTnum t Cnum t≥ , then announce the end of recruit, and goto 7 
Step 6. announce robot Ri as one of pre-team member, and if .iR SRole Arrived=  then 

( ) ( ) 1;j jCnum t Cnum t= +  else if .iR SRole Attach=   then ( ) ( ) 1;j jAnum t Anum t= +  
Step 7. if there be ( ) ( )j jTnum t Cnum t≥  (j=1，2，…，n), then goto 10; 
Step 8. if it has not exceed the scheduled time, then i=i+1, and gotto 3; 
Step 9. Leader announces the fail of formation; 
Step 10. Leader determines final team members need for the task, and notifies all the 

selected members. 
In system running, each robot corresponds to one of the five state roles. For a relative stable 
team, and reducing the unneeded cost of role exchanging, here we prescribe that only 
Explore, Approach and Attach can bid and select team, robot after having chosen task only 
send application to Leader of the task , and only Leader,Approach,Attach can announce 
their knowledge of tasks.     
In system we abstract and define task as class, in which we emphasize task needed robot 
number, and the change of the number. The task class can be described as  
 

class TARGET 
{ CPoint m_Position; //task location 
  int m_nValue ;  //benift obtain from task completing  
  int m_nComplax ; //complex degree of task fulfilling  
  int m_nPrior  ;  // priority of current task  
  int m_type;  //kind of current task, m_ type =1 represent bury on the spot,  

// m_type =2 represent transfer to a centralized spot then bury. 
  int m_nNeedRobotNum1; // needed robot number of type  I  for task fulfilling  
  int m_nNeedRobotNum2; // needed robot number of type II 
  int m_nNeedRobotNum3; // needed robot number of type III 
  int m_nArrivedRobotNum1; // arriveded robot number of I 
  int m_nArrivedRobotNum2; // arriveded robot number of II 
  int m_nArrivedRobotNum3; // arriveded robot number of III 
  int m_nConfirmRobotNum1; // robot number of type I chosen the task  
  int m_nConfirmRobotNum2; //robot number of type II chosen the task 
  int m_nConfirmRobotNum3; //robot number of type III chosen the task 
  int m_nLeaderId; // Leader ID 
  bool m_bfinished; //if task fulfilled 
  Real BeginTime;  //task started(or discoveredd) time 
  Real EndTime;  // task completed time 
  CList<Cpoint, CPoint&> m_RoundPoint; //coordinate of points surrounding the task.  

}; 
And robot in the system is another class, which is  
class Robot 
  { int RobotId;  //robot  ID 
    Type m_nType; //number represents robot’s current state role, 0 as Explore, 1  

//as Approach, 2 as Attach, and 3 as Leader 
    Type Cap;   //robot’s capacity type 
    int m_nViewDistance; //robot’s vision range 
    int m_nComDistance; //robot’s communication range 
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    CPoint m_Position; // robot’s current location 
    int m_nSpeed;  // robot’s speed 
    int m_nTargetId;    //robot’s choosing task, value -1 represent it has not chosen any task. 
    int m_nMaxValue;  // upper limit of task benefit estimated by the robot 
    int m_ObjectTarget[1501][1501]; //robot’s known information about task, value -2  

//represent no task , >=0 represent discovered some task, 
//value -1 represent not discovered any task, and -3 represent 
// having completed the task  

    Char  m_Pa[n];  // information about robot’s known teammate 
    Real CuTime;  //time of current record 
}; 

4.3 Implement strategy 
In our system, robot adapt the controlling based on behavior, and behaviors can be divided 
into four kinds as below 
• move_to_goal; 
• maintain_formation, after chosen one task and but can not see the task directly, robot 

take this behavior lest diverge from the main direction;    
• avoid_static_obstacle, robot takes this behavior lest it collides with obstacle; 
• avoid_robots, robot takes this action lest it collides with other ones.  
After chosen one task team, robot take that task’s location as its moving target, and Leader 
will assign one role to it, this role correspond to robot location after task fulfilling. And after 
all robot members determined their task’s location, the moving and coordination in robot 
team can be taken as the processing of team formation. Each robot need to determine its 
team’s formation vector according to its surrounding condition, such as the location of task 
and other members, and the surrounding obstacle. Referring to formation vector 
constructing algorithm in [Dong et al. 2000; Chio et al. 2003; Balch & Arkin 1995; Balch & 
Hybinette 2000; Han 2003], we first prescribe some identifiers such as { }1 2, , nR R R R= "  is a 
robot set with n members, { }1 2, , nTARGET T T T= "  is a task set, 

{ }1 2, , mOBSTACLE O O O= "   is an obstacle set, and  di is formation vector by which Ri can 
control its cooperation with other members thus to maintain the formation. Value in di can 
indicate robot Ri’s driving power and moving direction.      
By the above identifiers, Algorithm 3 of formation controlling during moving and 
coordination can be described as below. 
Algorithm 3: Formation controlling algorithm  
Step 1.  Determining robot type.In the system robots are dividend into type A that can see 

the task directly, type B can see task indirectly, that is robot although can not see 
task itself, but can see other robots in its team, and type C, can not see task or any 
other robots.  

Step 2. Using formula (3) to determine formation vector di 

 1
'

2

i i
i

i i

K Q R A B
d

K Q R C

∈⎧⎪= ⎨
∈⎪⎩

∪
 (3) 

Where 1 2,K K  are two controlling parameters, we will give their value in the 
simulation test. iQ  is a unit vector from robot iR  to other tasks or members, and 

'
iQ  is a unit vector from iR  and normal to iQ .  
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Step 3. judge if there are some obstacles or team members along each robot’s formation 
vector id , and using result of formula (4) to weightedly sum up every robot’s sub 
behavior, thus to modify their moving directions.  
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In (4), ( ),
Ti i

i ix y be iR  ‘s moving direction during the current controlling cycle cT . 
Coefficient ,α β  and γ can be  

1 0 0 ,
0 1 0 ,
0 0 1,
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i
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iτ  be the attraction force of task jT  on robot iR , jτ  be inducing force of other 
robot jR  on iR , and ikδ  be the exclusive force of obstacles or other robot on robot 

iR . If distance from iR  to other robot or obstacle is less than some L, then 
0ikδ δ= > , otherwise there is no exclusive force, that is 0ikδ = . 

Step 4. estimate  robot iR ’s iPosition  at next moment.  
Step 5. iR  moves to iPosition . If -i iPosition T ε< , then iR  directly arrived at task location 

iT , and goto 2. 

4.4 Simulation plateform 
1. Simulated environment 
The system uses a 1501×1501 pixels 2-dimensional cross-country simulation environment, 
which represent a 500×500 meters actual environment, value of pixel represent land-use 
type of actual environment, which can be road, lake, river, natural land Surface, fortification, 
sandlot, and plate. Surface such as grass and road can get through, and diked area such as 
lake, road, and fortification can not.  
2. Development tool 
We use Microsoft VC++ 6.0 as the development IDE.  
3. Running plate 
Our simulation need to run on operating system of Windows 2000/XP. 
4. Functions of main module 
The main function of out simulation software includes 

• Display environment map with depth feeling of environmental information 
• Map can  zoomes in or out  
• Provides convenient interface for system user 
• Dynamically and intuitively shows the process of robot formation for task fulfill.  

5. Contents in display area in program running 
In our system running, robot type of Crane, Rooter and Transporter distribute randomly, 
and numbers of the three type robots are approximately equal. The three type robots are 
represented by symbols as 



 Multi-Robot Systems, Trends and Development 

 

426 

   Crane 
   Rooter 
   Transporter 

Two kinds of tasks are represented by circle and ellipse respectively, that is the 1’th task 
type using circle, and the second using ellipse. And according to time order, tasks are 
divided into three types, which we using three colors to express, that are  

    Undiscovered task 
    Discovered but not completed task 
    Completed task 

6. Status area  
In status area below display area, there displays the location, needed robot number, having 
recruited number of current task, and system running time.  

4.5 Simulation of formation based on task 
At the beginning, a few of tasks and robot randomly distribute in the cross-country 
environment. We suppose that robot know their location and can communicate faultlessly. 
Every robot has its own range of communication and vision and speed. And commonly 
communication range is large than that of vision, and vision range is larger than speed×per 
step time. System controlling parameters are set as in table 1. In the below demonstrating 
map, we use color to represent robot role conversion, and beside each task there is a square, 
in which robot number needed for task, and already recruited number are listed. Task such 
as being discovered, executed and completed are distinguished by different colors, and 
states being hang uses 0 needed robot number to express. the six below demonstration map 
show the whole formation process, including produce, building, programming and 
executing of cooperation.          
Figure 4 is initial state of system running. There randomly distributes 6 tasks, represented 
by character of A to F, and 17 robots including 6 crane robots (in color of pink), 6 transfer 
robots (in red) and 5 rooter robots (in black). 
Figure 5 is the system after running 1.75 s. Robot found 4 tasks including C, D, E and F, and 
task F needed transferred. In square bracket beside each task there labeled the number of 
robot needed and that of arrived.  
Figure 6 shows system after running 2.406s. Task C has already been fulfilled, and task A 
and B been founded. Task B was hang, so its needed robot number is 0, two robots around B 
are moving towards other tasks. Task D needed one robot but around it there are two, the 
redundancy is mainly caused by errors in communication and time setting.  
Figure 7 shows system after running 3.156s. Tasks A~D have been completed, robot number 
of task E already is 3, but that of task F have not changed. The black robot moving to task F 
found that F out of its capability, so left it to other task.  
Figure 8 shows system after running 10.327s. Robot number of task E is 4, and that of task F 
unchanged, no other robot move to task F, thus deadlock came into being.  
Figure 9 E and F shorting of robot, and within their communication no available ones, dead-
lock occur. 

4.6 Result analysis 
1. Four strategies in the system 
In the system we use four controlling strategies 
T0, integrated controlling strategy combining autonomic and entire controlling model 
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Fig. 4. Initial system state Fig. 5. System state after running 1.75s 

  
Fig. 6. System state after 2.406s Fig. 7. System state after 3.156s 

  
Fig. 8. System state after 10.327s Fig. 9. E and F occur dead-lock 
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T1, integrated controlling strategy combining random and entire controlling model 
T2, integrated controlling strategy combining autonomic and partial controlling model 
T3, integrated controlling strategy combining random and partial controlling model. 
Here autonomic controlling is that robot adapting behavior decision-making algorithm to 
select behaviour (to decide its role and team) based on multiple attributes proposed in this 
chapter, making using of information by watching by exchanging. Randomly controlling is 
that robot randomly select one team to join. And entire controlling is that in system there is 
a virtual robot, it can collect information of all the known tasks, including task location, task 
needed robot number, task’s recruited robot number and arrived robot number, and set 
priority level to each task thus to induct robot’s team selecting. Virtual robot also will check 
at intervals if dead-lock occurring (when all task’s robot number have not satisfied but no 
robot in state of Explore, or all the remained robots are at state of Explore), if occurring, 
virtual robot must solve it by forcing some robot to take one role or take part in certain 
team.  Interval of entire controlling will be determined by dead-lock occurring frequency at 
last time, if this frequency is high, then shorten the interval, otherwise, extend it.      
Success times in our simulation are the times robot complete task by its own coordination 
without virtual robot’s intervening. And completing number is robot’s completing tasks 
under entire controlling plus limited intervening.     
2. System parameter setting  
To valid the proposed architecture in this chapter, here we set value of all the common 
parameters in table 1, other special parameters value of simulation will be set in respective 
test table. In table 1, unit of running time is ms (millisecond), and units of communication 
and vision range are pixel. 
 

Parameter identifier Parameter  value Parameter meaning 

Range 40 Surrounding radius 

iτ  1 Attraction of task jT  on robot iR  

jτ  1 Inducing power of robot jR  on iR  

K1 20 Coefficient of attraction and inducing power 

K2 100 Coefficient of exclusive power 

δ  100 Exclusive coefficient of obstacle to robot iR  

Table 1. System controlling parameter 

3. Result and analysis 
We give tests for five kinds of comparisons as below. 
Test 1, test with same task number and different robot number, result is listed in table 2. 
Test 2, test with same robot number and different task number, results is listed in table 3. 
Test 3, test with different vision range, result is listed in table 4. 
Test 4, test with different communication range, result is listed in table 5.  
Test 5, Test with different time length per running step, result is listed in table 6. 
Reasult in Table 2 shows that along with the increasing of robot numbers, total time needed 
for task fulfilling decreased, numbers of discovered tasks and completed tasks increased, 
and dead-lock number lessened. 
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Basic parameter value 

Robot 
number 

Task 
number 

Most robot 
number needed 

for task 
Total loop number Total time /

time per step

Vision range / 
communication 

range 

10 5 6 50 20000/500 50/100 
Test result 

 Total time 
consume Success times Discovered task 

number 
Completed 

number Dead-lock number 

T0 1075.454 12 163 168 435 
T1 1110.5.2 8 184 122 496 
T2 1058.156 16 180 156 304 
T3 1111.434 8 178 118 476 

Basic parameter value 

Robot 
number 

Task 
number

Most robot 
number needed 

for task 
Total loop number Total time /

time per step

Vision range / 
communication 

range 

20 5 6 50 20000/500 50/100 
Test results 

 Total time 
consume Success times Discovered task 

number 
Completed 

number Dead-lock number 

T0 1193.84 14 217 185 289 
T1 1071.517 15 225 224 174 
T2 1473.213 19 240 213 223 
T3 1565.595 2 224 133 220 

Basic parameter value 

Robot 
number 

Task 
number 

Most robot 
number needed 

for task 
Total loop number Total time /

time per step

Vision range / 
communication 

range 

30 5 6 50 20000/500 50/100 
Test result 

 Total time 
consume Success times Discovered task 

number 
Completed 

number Dead-lock number 

T0 554.454 23 236 216 56 
T1 652.22 23 240 230 72 
T2 341.4 28 244 226 69 
T3 305.233 28 241 227 83 

Table 2. Results of test  with same task number and different robot number 
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Value of basic parameters 

Robot 
number Task number

Maximum 
needed robot 

number 
Total loops Total time /

time per step

Vision range/ 
communication 

range 

20 3 6 50 20000/500 50/100 
Test result 

 Total time 
consuming Success times Discovered task 

number 
Completed 

task number Dead-lock number 

T0 1179.749 26 137 126 88 
T1 1140.765 23 136 121 194 
T2 1084.253 36 138 136 78 
T3 1066.696 37 137 137 96 

Value of basic parameters 

Robot 
number Task number

Maximum 
needed robot 

number 
Total loops Total time /

time per step

Vision range/ 
communication 

range 

20 4 6 50 20000/500 50/100 
Test result 

 Total time 
consuming Success times Discovered task 

number 
Completed 

task number Dead-lock number 

T0 821.091 29 170 164 197 
T1 1253.700 25 163 163 348 
T2 1122.657 29 165 151 246 
T3 1122.08 33 167 152 198 

Value of basic parameters 

Robot 
number Task number

Maximum 
needed robot 

number 
Total loops Total time /

time per step

Vision range/ 
communication 

range 

20 5 6 50 20000/500 50/100 
Test result 

 Total time 
consuming Success times Discovered 

task number 

Completed 
task 

number 

Dead-lock 
number 

T0 1193.84 14 217 185 289 
T1 1071.517 15 225 224 174 
T2 1473.213 19 240 213 223 
T3 1565.595 2 224 133 220 

Table 3. Test  results with same robot number and different task number 
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When recruited robot number far exceeds the needed number, having or hving not used 
entire controlling, the numbers of dead-locks and completed tasks is not different. The 
reason is that when robot number is large, possibility of dead-lock will reduce, then even 
not using the entire controlling, robot can fulfill task quickly by autonomic controlling.  
If no more robot available, then although using entire controlling and bid algorithm based 
on intension, because of there are many weak intervening, which will reduce robot’s 
autonomic capability, so robot only can discover less tasks. And if not using entire 
controlling intension-based algorithm, then system had to solve more dead-locks, thus will 
reduce robot’s task discovering capability too.  
Reasult  in Table 3 shows that the more the task, the more the dead-lock, and the less 
completed task number and the higher time consuming.   
 

Value of basic parameter
Robot number 20 

Test result 

Task number 3  Total time 
consuming

Succes
s times

Discovered 
task 

number 

Completed 
task number 

Dead-lock 
number 

Task’s Maximum 
needed robot 

number 
6 T0 1179.749 26 137 126 88 

Total loops 50 T1 1140.765 23 136 121 194 
Total time/ 

time per step 
20000/

500 T2 1084.253 36 138 136 78 

Vision range/ 
communication 

range 
50/100 T3 1066.696 37 137 137 96 

 
Robot number 20 

Test result 

Task number 3  Total time 
consuming

Succes
s times

Discovered 
task 

number 

Completed 
task number 

Dead-lock 
number 

Task’s Maximum 
needed robot 

number 
6 T0 506.72 14 64 64 74 

Total loops 50 T1 553.316 12 62 62 91 
Total time/ 

time per step 
20000/

500 T2 937.531 6 52 52 84 

Vision range/ 
communication 

range 
25/100 T3 702.733 5 40 40 74 

Table 4. Test result of different vision range 
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Value of basic parameter
Robot number 10 

Test result 

Task number 3  Total time 
consuming

Succes
s times

Discovered 
task 

number 

Completed 
task number 

Dead-lock 
number 

Task’s Maximum 
needed robot 

number 
6 T0 774.366 28 123 118 317 

Total loops 50 T1 1054.996 16 106 82 536 

Total time/ 
time per step 

20000/
500 T2 849.47 22 114 108 398 

Vision range/ 
communication 

range 
50/100 T3 1125.786 18 100 78 492 

 
Robot number 10 

Test result 

Task number 3  Total time 
consuming

Succes
s times

Discovered 
task 

number 

Completed 
task number 

Dead-lock 
number 

Task’s Maximum 
needed robot 

number 
6 T0 839.421 16 114 107 422 

Total loops 50 T1 950.795 7 107 75 182 

Total time/ 
time per step 

20000/
500 T2 757.423 20 106 100 206 

Vision range/ 
communication 

range 
50/200 T3 750.513 21 110 88 425 

Table 5. Test result of different communication range 

Reasult in Table 4 shows that vision range is better to be large.  
Reasult  in Table 5 shows that as to communication range it is not the greater the better. The 
decreasing of completed task number along with the increasing of communication range in 
the result has illustrated this point. 
Reasult in Table 6 illustrates that changing of time per step has no more influences on task 
fulfilling. But if adopting the entire controlling and intension-based bid recruiting algorithm 
jointly under a moderate ratio of robot number to total task number, then the total time 
consuming will reduce remarkably, and success time will increase remarkably. 
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Value of basic parameter
Robot number 10 

Test result 

Task number 3  Total time 
consuming

Succes
s times

Discovered 
task 

number 

Completed 
task number 

Dead-lock 
number 

Task’s Maximum 
needed robot 

number 
6 T0 774.366 28 123 118 317 

Total loops 50 T1 1054.99 16 106 82 536 
Total time/time 

per step 
20000/

500 T2 849.47 22 114 108 398 

Vision 
range/communicat

ion range 
50/100 T3 1125.78 18 100 78 492 

 
Robot number 10 

Test result 

Task number 3  Total time 
consuming

Succes
s times

Discovered 
task 

number 

Completed 
task number 

Dead-lock 
number 

Task’s Maximum 
needed robot 

number 
6 T0 787.652 24 122 112 300 

Total loops 50 T1 1121.10 14 110 80 462 
Total time/ 

time per step 
20000/

700 T2 893.756 22 114 104 404 

Vision range/ 
communication 

range 
50/100 T3 1086.30 17 94 75 502 

 
Robot number 10 

Test result 

Task number 3  Total time 
consuming

Succes
s times

Discovered 
task 

number 

Completed 
task number 

Dead-lock 
number 

Task’s Maximum 
needed robot 

number 
6 T0 798.72 28 124 120 296 

Total loops 50 T1 1091.99 14 106 80 398 
Total time/ 

time per step 
20000/

1000 T2 884.734 24 114 106 250 

Vision range/ 
communication 

range 
50/100 T3 1102.62 18 100 78 368 

Table 6. Test result of different running time per step 
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4.7 Simulation conclusion 
From the above comparisons we can found that the discovered and completed task number, 
and total time consuming are mainly affected by factors such as the adapted strategy, ratio 
of robot number to task number, range of vision and communication, and system total 
running time. Generally speaking, we can have these four conclusions 
1. When existed robot number does not exceed the total needed robot number of all tasks, 

result by jointly adapting entire controlling and intension-based bidding algorithm is 
better than that neither strategy being used. But if the existed robot number is larger, 
adapting those two strategies will make system more complicate and less efficiency. 

2. Using entire controlling and intension-based bidding algorithm jointly will induce 
some weak intervening. But if not using neither of the two strategies, then time 
consumed in dead-lock solving will increase, which will also reduce robot’s efficiency.   

3. Along with the increasing of robot number, task numbers discovered and completed 
will increase, and dead-lock number and total time consuming will decrease 
remarkably.  

4. In searching, along with the increasing of vision range, number of completed tasks will 
increase largely. But along with increasing of communication, it is on the contrary.  

So for the sake of efficiently fulfilling given tasks, the practicable solution is that besides 
jointly adapting entire controlling and intension-based bidding algorithm, we can set robot 
number the half of total needed robot number, and extend robot’s vision as large as possible. 

5. Conclusion 
In this chapter, we firstly gave analysis on some typical architectures of robot system, and 
took for that in multi-robot system that oriented to task under a dynamic environment, the 
prominence should be given to robot capabilities of self-adopting, real time reaction, 
behaviour autonomic decision-making, and cooperation, especially to behavior autonomic 
selecting, but all this has not presented in the existed architectures. Therefore, we proposed 
a hybrid hierarchical controlling architecture of five layers, in which behavior decision-
making as an independent module is expressed. And then we emphatically studied the 
implement of the behavior decision-making module. And at last, we used the effectively 
fulfilling of garbage disposal by robot’s corporation in cross-country environment to 
validate the proposed hierarchical controlling architecture and decision-making algorithm. 
Simulation results showed that our architecture and algorithm are effective. 
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1. Introduction 
A group of several autonomous robots (multi-robot system) can perform tasks that with 
only one of them would be impossible to carry out or would take much more time, 
moreover, they are more robust and even can be cheaper, etc than systems with a single 
robot. In general, the problems that have to be solved to benefit from all these advantages 
are divided into three main stages: task division/planning, task allocation and motion 
planning. Task division stage, consists on dividing the general and complex mission into 
simple tasks that can be carried out by a robot and, if it’s necessary, scheduling those 
simpler goals. The task allocation step will select the best robot or group of robots to execute 
each goal. Finally, the motion planning issues involve the robots’ motions coordination to 
get the assigned tasks. Although these steps have been explained as independent and 
sequential stages, they are tightly connected and the decisions made in one level affect the 
whole system performance. For example, in Zlot & Stentz (2006) the authors proposed a task 
allocation method that combined planning, task decomposition and task allocation. 
Although this and similar efforts can be found in the literature. Each one of these steps is 
still an open problem. This paper will be focused on multi robot task allocation (MRTA) 
issues, without taking into account the other problems. Task allocation is one of the main 
problems in multi-robot systems, very especially when the tasks must be executed before 
deadlines, that is, in real-time scenarios. In most cases this problem is an NP-hard problem, 
and therefore nowadays there is not any algorithm that in a reasonable computing time 
gives the optimal tasks allocation. Two main paradigms have been proposed in recent years 
to try to manage this problem in both real-time and non real-time scenarios: swarm and 
auction methods. At present, there does not exist any study that compares both strategies 
when the robots must carry out tasks with soft or hard real-time restrictions. Other works, 
for example Kalra & Martinoli (2006), compare auction and swarm methods but using tasks 
without deadlines. Therefore, the first objective of this work is to compare all those methods 
under different scenarios to identify the weak points of each paradigm when a deadline is 
assigned to the tasks. 
Firstly, our work presents and study three auction-like strategies based on existing ones: 
Sequential Unordered Auction (SUA), Earliest Deadline First Auction (EDFA) and 
Sequential Best Pair Auction (SBPA). In all these cases there is a central auctioneer who 
receives the bids from all the robots and decides the allocation of the tasks. These strategies 
differ between them on the way the auctioneer announces the tasks to the robots and on the 
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robots’ answers are processed. Besides the auction methods, a classical swarm strategy has 
been taken into account. The results show that in most cases the most complex 
algorithm(SPBA) outperforms the other auction based procedures. Besides EDFA is better 
than the simple SUA strategy. Finally, swarm strategy is better than EDFA or SUA when the 
number of robots and tasks is not very large. 
In Gerkey & Mataric (2004), the MRTA problem was divided using three axes: multi-task 
robots (MT) vs. single-task robots (ST) depending on whether multiple tasks can be assigned 
to the same robot or not. The second axes is single-robot tasks (SR) vs. multi-robot tasks (MR) 
where SR means that only one robot can be assigned to a task, while MR means that several 
robots (a coalition) can execute concurrently a task. The last axes is, instantaneous assignment 
(IA) vs. time-extended assignment (TE) where in IA the allocation is made without taking into 
account the future incoming tasks. In terms of this taxonomy, in this paper we focus on a ST-
SR-IA and MT-SR-IA task allocation, our previous work Guerrero & Oliver (2010) was focused 
on ST-MR-IA approaches in real time scenarios. In MT-SR-IA, each single robot must have the 
capabilities for deciding how to schedule its assigned tasks. Thus, we extend the original MT 
category to take into account problems where a robot has the schedule several tasks. For 
example, in the MT-SR-IA strategy implemented in this work, each robot decides in what 
order it will visit its assigned goals, that is, the robot has to solve the traveling Salesman 
Problem (TSP). We have to note that the TSP is also an NP-Hard problem. The results of our 
experiments show that in a MT-SR-IA system the local planning made by each robot is more 
important than the algorithm used by the central auctioneer. From these results, this work 
presents a new MRTA algorithm called Earliest Deadline First Best Pair (EDFBP) which, 
depending on the robots’ scheduling capabilities, uses a more (algorithmic) complex MRTA 
algorithm or it simplifies the task allocation process. 
A classical foraging task has been used to verify our methods. In this mission each object 
have to be gathered before an specific deadline. The performance measure used to compare 
the systems is the number of tasks finished before their deadline. A simulator developed by 
the authors, called RoboSim, has been used to execute most of the experiments, this 
simulator allows to execute a great number of tests, with a very large number of robots in 
the colony in a very short time. Some experiments with less robots has also been carried out 
with the well known Player/Stage simulator Collett et al. (2005). 
The rest of this paper is organized as follows: section 2 presents some relevant work in the 
field of multi-robot task allocation focused very specially on auction and swarm methods; 
section 3 shows a formal definition of the problem to solve and specifies the details of the 
real time foraging task; section 4 explains the algorithms implemented when only one task 
can be assigned to each robot; section 5 extends the algorithms already explained in section 
4 to allow multiple tasks assigned to the same robot (MT tasks) ; section 6 shows the results 
of the experiments using the swarm SUA, EDFA and SBPA methods; section 7 explain the 
new EDFBP strategy and the experiments carried out to validate it; finally, section 8 exposes 
some conclusions and the future work of our research. 

2. Related work 
A lot of research has been done to solve the multi robot task allocation problem, but it is still 
an open issue. The proposed solutions can be classified into three main groups: centralized, 
negotiation and self organized system(swarm). In centralized methods there is a central 
agent who has all the information about the tasks, the robots, environment, etc. and takes all 
the decisions. The centralized algorithms can use classical optimization methods, like for 
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example Linear Koes et al. (2005) or Dynamic programming, which get very good results in 
terms of number of tasks executed per time unit and of energy required by the robots, but 
they need too much computation time for being used in a dynamic environment. Some 
other centralized methods, like the best pair selection, use a greedy algorithm that produces 
a worse allocation but needs less time. This strategy has also been used for non centralized 
methods, like Broadcast Local Eligibility (BLE)Werger & Mataric (2000). In this work the 
SBPA is based in this concept, but on an environment where the robots use an auction to get 
the tasks. In the self organized or swarm systems each robot takes the decision by itself, 
without any kind of negotiation and executing very simple procedures like in Sahin et al. 
(2008). Probably, the most used swarm algorithms are the response threshold methods 
Agassounon & Martinoli (2002); Yang et al. (2009); Ferreira et al. (2010), where each robot 
has a stimuli associated with each task. When the level of the stimuli exceeds a threshold, 
the robot starts its execution. The pure threshold based systems, and in general the pure 
swarm systems, don’t require any kind of communication mechanisms. Some studies like 
Ducatelle et al. (2009) studied how the communication can improve the performance of their 
swarm method for foraging like tasks. Nonetheless, a disadvantage of these systems is the 
interference produced when two or more robots decide to execute the same task, when this 
task can only be executed by a single robot. The swarm method proposed in this work does 
not use any kind of communication between robots and they will only be able to get 
information from a central auctioneer. Finally, the negotiation methods are a middle way 
solutions, among these methods the most used ones are the auction based solutions like for 
example Gerkey & Mataric (2002); Dias & Stentz (2003); Vig (2006). In this kind of systems, 
the robots act as self-interest agents and they bid for tasks. The robot with the highest bid 
wins the auction process and gets the task. The bids are adjusted to the robots’ interest 
(capacity) to carry out the goal. Thus, the best robot for a specific task can be chosen, but 
they need communication mechanisms between robots. 
In this paper we focus on auction and swarm systems. In Zheng et al. (2006) the authors 
used an auction method with sequential allocation, similar to the SUA method developed in 
this work, but they improve the sequential results using a prediction of futures assignments. 
Our improvements of the sequential auctions are based on real time concepts like EDF, or on 
reducing the algorithmic complexity with EDFBP method. Hybrid methods, which combine 
both auction and swarm approaches, has also been introduced by several authors like 
Zhang et al. (2007) or Dasgupta & Hoeing (2008). In all these cases only a single robot can be 
assigned to the same task (SR scenario). A lot of works allow has been done to solve the 
multi-robot assignment problem (MR problem) where tightly cooperation between robots is 
required to execute a task Jones (2009); Vig (2006); Service & Adams (2010); Zheng & Koenig 
(2008). MR problems are out of the scope of this work and they have been studied by the 
authors in Guerrero & Oliver (2010; 2004) 
Very few work has been done to test swarm systems in real time scenarios, where the 
tasks must be executed before a deadline. In del Acebo & de-la Rosa (2008) the authors 
proposed a swarm method to solve conflicts between robots using a local planning and 
high communication skills to perform a local auction process. Hence, no learning 
algorithm was proposed to fit the algorithm’s parameters that, as the authors pointed, 
affect dramatically the results. The swarm algorithm proposed in our work is much more 
simple in order to simplify the comparison with the other methods. Auction strategies 
have also been used in real time scenarios, for example, in Jones et al. (2006) the robots 
learnt what to bid to increase the number of tasks that fulfill a deadline. A great effort has 
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been done to solve the scheduling and allocation problem on multi-processors systems 
Pinedo (2008). Some of these works use the well known Earliest Deadline First (EDF) 
Goossens et al. (2002), the same method used in this work to decide in what order the 
tasks must be auctioned. 
Finally, other works, like for example Kalra & Martinoli (2006), compare both auction and 
swarm without deadlines under different types of communication restrictions. The authors 
tried to use a classical response threshold algorithm, but in all cases the results with a 
deterministic selection were better. The same swarm strategy used in Kalra & Martinoli 
(2006) has been implemented to execute our swarm experiments. 

3. General task description 
In this section, we will formalize the task allocation problem previously sketched and we 
will explain the main problems that presents. 
We have a set of tasks 1 2{ , ,..., }nT t t t=  and a set of robots 1 2{ , ,..., }mR r r r=  where in general 
n m≠ . Each task ti has associated a set of characteristics 1 2{ , ,..., }i i i ilC C C C= , these 
characteristics can be, for example, the location of the task (x and y position), the amount of 
work to do (object’s weight, area to clean, ...), etc. Each task i has a set of restrictions RTi that 
must be satisfied by the robot or robots that will be assigned to it. Some examples of 
restrictions can be: number of robots that can simultaneously execute the task, sensorial 
skills that the robots must have, time restrictions like a deadline, etc. So, we want to find a 
task allocation function :A T R→  that assigns to each task a set of robots in such way that 
robots’ skill meet the task’s restrictions taking into account the task’s characteristics. We can 
also define a utility function :U A →ℜ  which given a task allocation returns its utility, that 
is, a real number that indicates how ”good” is an allocation. Thus, our goal will be to find a 
A function that maximize the total utility U. In this work the utility function will be the 
number of tasks that fulfill its deadline. 

3.1 Foraging task 
To validate the algorithms, the classical like foraging task will be used. This task is defined 
as follows: some randomly placed robots have to pick up some randomly placed objects in 
the environment. New objects can arrive to the environment following a poisson 
distribution. There is also a central agent who knows the position of all the objects and will 
inform (broadcast) this information to all the robots. Each object to gather has a weight and 
each robot has a work capacity. The robot’s work capacity is the amount of object’s weight 
that the robot can process per time unit. The robots stops when it is near an object and starts 
to process the object for a time equals to weight/work Capacity. After this time, the robot goes 
back to its idle state and tries to get another task. 
Each task has associated a utility (U), and a deadline time DLi. DLi is the time instant before 
which the task must be finished. The deadline time for a task will start its countdown just 
after the task appears in the environment. If the tasks’ deadline has been met, then the 
group receives the utility of the task as a benefit. Otherwise, the task will disappear of the 
environment and no other robot will be able to execute it anymore. Then, our goal will be 
maximize the total utility, and thus, minimize the number of tasks executed after its 
deadline. In the experiments executed all the tasks had the same utility. 
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4. Implemented approaches for ST-SR-IA 
In this section we will explain the four first approaches implemented in this work when 
only a task can be assigned simultaneously to a robot, that is, when the ST-SR-IA strategy is 
used. As it has been said, these strategies are: Sequential Best Pair Auction (SBPA), Earliest 
Deadline First Auction (EDFA), Serial Unordered Auction (SUA) and swarm. In all cases 
there will be a central auctioneer who will send the tasks information to the robots and 
decide what robot wins each task when the auction methods are executed. 

4.1 Serial best pair auction: SBPA 
We have used the classical best pair selection approach very similar to the selection method 
used in Broadcast of Local Eligibility (BLE) Werger & Mataric (2000) but into an auction 
process. Each time that a new task appears in the environment or when a robot finishes its 
execution, a central auctioneer starts a new auction round. The process followed by the 
auctioneer can be seen in algorithm 1. Firstly, it requests for a bid for each task to all the idle 
robots (lines 1-3). The idle robots (without any task assigned) bid using its expected time to 
finish the task, as long as they are able to execute the task before its deadline. Each robot 
uses its kinematic characteristics to know how much time it will need to finish a task. Then 
the auctioneer selects in each iteration the pair robot-task with the best execution time and 
notifies this election to the robot. This algorithm is similar to the studied in Gerkey & 
Mataric (2004). 
The detailed analysis of the algorithmic complexity of our SBPA algorithm (algorithm 1) is 
as follows: let’s n be the number of tasks (objects) and m the number of robots, then the 
complexity of the loop in lines 1-3 is O(m). To find the best robot-task pair (line 5) it is 
required to test each robot and each task, but in each iteration a robot and a task are 

removed, therefore the complexity of the lines 1-8 is ( , )
0( ( )( )))min n m

iO n i m i
=

− −∑ . Thus, the 

total algorithmic complexity of the SBPA algorithm is ( , )
0( ( )( ))min n m

iO m n i m i
=

+ − −∑ . As it 

can also be seen, in each iteration the auctioneer sends a award message to a robot, therefore 
the cost of the communication system is equal to ( ( , ))O m min n m+  
 
Algorithm 1 SBPA algorithm for the ST approach

1: for all unassigned task t do
2: Ask for a bid to all idle robots
3: end for
4: repeat
5: Select the best robot-task pair (best bid).
6: Send an award message to the selected robot
7: Remove the task and the robot of the list
8: until There is no more unassigned robots or tasks

 

4.2 Earliest Deadline First Auction: EDFA 
The earliest deadline first (EDF) is a very well known method in processors scheduling for 
real time environments. In these cases, the tasks (processes) are sorted by deadline, in such a 
way that the tasks with the nearest deadline are firstly processed. The same concept has 
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been used in this work to implement the Earliest Deadline First Auction (EDFA) strategy, as 
it can be seen in algorithm 2. When a new task appears or when a robot becomes idle, the 
central auctioneer orders all the available tasks by deadline, and sends a request to all the 
robots for the first task, the task with the earliest deadline. Then, the robots that are able to 
finish the task before the deadline bid for the task using its expected execution time. Finally, 
the auctioneer selects the best robot (the robot who is able to finish the task first). If there are 
more tasks, the task with the next earliest deadline is selected and the process starts again. 
 
Algorithm 2 EDFA algorithm for the ST approach

1: sort the list of tasks T by deadline (EDF)
2: for all task t in T do
3: Ask for a bid to all idle robots
4: Select the best bid
5: Send an award message to the assigned robot
6: end for  

 

Following the same reasoning as for the SBPA, the analysis of the EDFA complexity is as 
follows: let’s n be the number of tasks and m the number of robots, then, the complexity for 
the sorting algorithm (line 1) is O(nlog(n)). Then, the auctioneer must check each robot’s bid 
to get the best robot for a task, but we have to take into account that the robots already 
assigned to earlier objects does not need to be considered. Thus, in each iteration a robot is 

assigned to a task and the complexity will be equal to: min( , )
0( ( ) ( ))n m

iO nlog n m i
=

+ −∑ . The cost 

of the communication is similar to the already explained for SBPA algorithm. 

4.3 Serial Unordered Auction: SUA 
This is the more simple auction strategy implemented in this work. As the tasks arrive to the 
central auctioneer, it starts a new auction round for each one of them. That is, the task are 
processed in a sequential way, like in a FIFO cue. When an auction round is started, the 
robots bids for this task using its expected execution time, as long as the robot is able to 
finish the task before the deadline. Then, the robots send their bid to the auctioneer who 
selects as the auction winner the robot with the minor execution time. Finally, if there are 
more tasks, a new auction process is started again until all objects have been processed. 
Thus, the central auctioneer does not have to make any decision about the order the task 
must be offered to the robots. 
The computational complexity analysis of this algorithm is as follows: let’s n be the number 
of tasks and m the number of robots, then the auctioneer for each task has to check all the 
bids, that in the worst case will be equal to the number of robots. Following the same 
reasoning as in the EDFA algorithm, we can see that the complexity of this algorithm is 

min( , )
0( ( ))n m

iO m i
=

−∑ . The communication complexity is the same as in the EDFA strategy. 

4.4 Swarm 
In the swarm strategy each robot makes the decision about what task it will process by itself, 
without taking into account any other robot. As new tasks arrive, the central auctioneer 
sends to all the robots the information about them. Then, each idle robot selects the nearest 
task to it as its next objective. To select a task the distance between the robot and the task 
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must be lower than a value D, thus, we avoid assigning a robot to a very distant task. Other 
more complex strategies have been used, like response threshold, but, as was pointed in 
Kalra & Martinoli (2006) for tasks without deadlines, the nearest task first strategy 
outperform response threshold in all cases. The complexity of this selection algorithm is 
obviously O(n) where n is the number of tasks. Here the complexity of the communication 
system is equals to O(n) because the central auctioneer should send to all the robots the 
information of the n tasks. Table 5 summarizes the complexity of all the single task 
algorithms proposed in this work and includes a the new EDFBP method that will be 
explained later. 

5. Multi-task per robot: MT-SR-IA approaches 
In this section we will explain the MT-SR-IA strategy implemented for this work. In the 
MTSR- IA strategies the robots can have more than one assigned task, and therefore, they 
have to schedule all its objectives. In our case, each robot has an scheduling, P with the 
objects to gather, thus, this list is the path or plan that the robot will follow. When a robot 
receives a new offer to execute a task t it will try to add t in P creating a provisional 
scheduling    P P t′ = ∪ , in such a way that the total length of P ′ is as short as possible and 
all tasks in P ′ meet the deadline. Then, the robot bids for t using the difference of expected 
time between P ′ and P, that is, the bid value b(t) will be: 

 1( ) ( , )j jb t tExpected t t−= ∑  (1) 

where tExpected(a, b) returns the expected time that the robots would need to go from task a 
to task b, the task t0 is the initial position of the robot. Other bidding strategies has also been 
tested, like bid the total execution time of the new path, but the equation 1 provided the best 
results. The central auctioneer will select the best robot (the robot with the lowest b value) 
using any of the already explained strategies (SUA, EDFA or SBPA). Finally, provisional 
path P’ is assigned to the selected robot. 
The minimization of the path P′ is a NP-Hard problem called the traveling salesman 
problem with deadlines in metric spaces, Δ-DLTSP, where the path to minimize can not be a 
cycle. A lot of work has been done to try to solve the Δ-DLTSP problem Bckenhauer et al. 
(2009); Bansal et al. (2004). In this paper the nearest neighbor strategy has been used to get P’ 
from P and t, that is, the new task is inserted between each two tasks in the path P, and the 
shortest one is selected. If there is no way to create a new path P’ that meets all the 
deadlines, the robot will not bid for the task. Let’s n be the number of tasks in P, then to 
create P’ we have to make n + 1 tests (places where insert the new task) and n + 1 more to 
verify that all tasks meet the deadline, therefore the complexity of this algorithm is O(n2). 
The complexity of this algorithm is quite low but its completeness is not bounded. 
This new strategy involves that the algorithm 1 has to be updated. As it can be seen in 
algorithm 3, now after each assignment the central auctioneer has to ask for a bid to all the 
robots again (lines 2-4) because the bidding of a robot in one iteration will depend on the 
decisions made in the last assignment. The SUA and EDFA methods have also been 
modified, in such a way that now the auctioneer asks for bids before auctioning each task. 
Thus, the complexity from the communication point of view, has been increased in all cases. 
Now for EDFA and SUA, for each task the auctioneer has to send a broadcast request to all 
the robots (1 message), wait for the m bids (one for each robot) and finally send the award to 
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the winner (1 message). Therefore the complexity of the communication is, in the worst case, 
O(n ∗ (m+2)) =O(nm). This is very similar for the SBPA method, but in each iteration of 
algorithm 3 the robot has to send a broadcast message requesting for the remaining tasks (1 
message), this message will be much more longer than the sent in a EDFA or SUA strategy. 
Then, the auctioneer receives the bids from all the robots (m messages) and finally it sends 
the award to the winner (1 message). The complexity from the communication point of view 
will be O(n ∗ (m + 2)) = O(nm), the same as in EDFA or SUA, but we have to take into 
account that the length messages will be longer. 
 
Algorithm 3 SBPA algorithm for the multi task approach (MT)

1: repeat
2: for all unassigned unassigned task t do
3: Ask for a bid to all robots
4: end for
5: Select the best robot-task pair (best bid).
6: Send an award message to the assigned robot
7: until There is no more unassigned robots or tasks

 
 

As it is shown in table 1, can be easily seen the algorithmic complexity of the algorithms 
with MT assignment must be recalculated. In all cases, the complexity has increased 
compared to the single task assignment algorithms. 
 

SUA O(nm)  
EDFA O(nlog(n) + nm)  

SBPA 
0

( ( ))
n

i
O n m n i

=
+ −∑  

Table 1. Complexity order of the algorithms introduced in this work in a multi task 
approach (MT). n is the number of tasks, m is the number of robots 

6. ST-SR-IA and MT-SR-IA experiments 
In this section we will show the results of the experiments carried out to study the behavior 
of the methods explained in sections 4 and 5, that is, the ST-SR-IA and MT-SR-IA 
approaches (SUA, EDFA, SBPA). 

6.1 Experiments design: RobSim and Payer/stage simulator 
We used a simulator, called RobSim, developed in our university to execute most of our 
experiments. RobSim is a simulator that allows to emulate the behavior of a very large 
population of robots and a huge number of tasks. After each time period the simulator 
updates the robots’ positions and processes all the events happened in that period: new 
object in the environment, task executed successfully, expired task’s deadline, etc . To speed 
up the simulation time, we assume that the robot can not collide with any other object in the 
environment and therefore, an obstacle avoidance algorithm is not needed. Thus, RobSim 
can be considered as a nonrealistic simulator but it is very useful tool to compare the global 
performance of the different tested strategies. To carry out more accurate experiments with 
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a less number of robots and tasks we have use the very well known and more realistic 
Player/Stage simulator. 
We have executed in the RoboSim experiments with the foraging task already explained in 
3.1. New objects to pick up appear in the environment following a poisson process with 
parameter λ, where λ is the average number of new tasks that will appear in the 
environment per time unit. Three different values of λ have been used: 0.05, 0.1, and 0.3. 
Moreover, the followings 5 different kinds of task sets were used: 
• 1st Environment (Uniform Tasks): all tasks had the same weight (1 weight unit) and the 

same deadline time (250 time units) 
• 2nd Environment (Weighted Tasks): all tasks had the same deadline time but their 

weights were generated following a uniform distribution between 1 and 70 weight 
units. 

• 3th Environment (Random Deadline): all tasks had the same weight but the tasks’ 
deadlines were generated according to a uniform distribution between 100 and 500 time 
units. 

• 4th Environment (Hybrid Tasks): similar to the Random Deadline but with a 
probability of 0.2, the new task has not an associated deadline, that is, it has no time 
restrictions. Therefore, tasks with and without deadlines coexist in the same 
environment. 

• 5th Environment (Tasks without deadline): there is no deadline assigned to any task, 
and its weight is equal to 1. 

All robots in the colony had the same characteristics they move in a 
160m.x160m.environment. The number of robots varied between 2 and 40. 1920 simulations 
were executed, each one lasting 10000 time units during which 270000 objects were 
processed. 

6.2 Experiments with RoboSim 
Here we will explain the main results of the experiments carried out with the RoboSim 
simulator over a large number of tasks and objects. 
Figure 1(a) shows the total number of objects finished when no deadline is assigned to the 
tasks and with a λ = 0.1 and a D = ∞ for the swarm strategy. The planning methods means 
(5th. environment) the strategies with a MT-SR-IA strategy, that is, when the local path 
scheduling, explained in section 5, is performed. The total length covered by all the robots 
under the same environment is shown in figure 1(b). The EDF strategy has not been tested 
because without deadlines its results are equal to the SUA method ones. As it can be seen, 
when the ST-SR-IA (no planning) is used in SUA strategy the number of tasks finished is 
increased in a quasi lineal way with regards to the number of robots. This number of tasks is 
greater than swarm strategy if the number of robots is grater than 28. On the one hand, the 
SBPA method is not affected by the local planning, in both cases MT and ST the number of 
tasks is very similar. On the other hand, the planning clearly improves the SUA strategy 
results getting similar results as the SBPA method. For all strategies, except for swarm, there 
is a number of robots from which the total traveled path decreases. In the swarm system this 
total length increases lineally regards to the number of robots due to the interference 
between robots, produced when two or more robots select the same task simultaneously. 
Figure 2(a) shows the total number of finished tasks with λ = 0.05 and figure 2(b) shows the 
total length traveled by all the robots in this same scenario. In this experiments the SUA 
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(a) Number of finished tasks. 
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(b) Total length of the robots’ path. 
 

Fig. 1. Results without deadlines, with and without using planning. λ = 0.1 
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(b) Total length of the robots’ path. 
 

Fig. 2. Total length of the robots’ path without deadlines with and without using planning. 
λ = 0.05 
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strategy outperforms swarm with less robot than when λ was equal to 0.1. Besides, the number 
of robots from which the robots’ path length starts to decrease is also lower than in figure 1(b). 
The experiments carried out using tasks with deadlines (environments from 1st to 4th), 
show that all the strategies are very similar when the arrival ratio of tasks is low (low values 
of λ). Hence, we will focus on the scenarios with a high ratio of arrivals. Figure 3 shows the 
number of tasks executed before its deadline with λ = 0.3 and with two different set of tasks: 
environment 3 (random deadlines) and environment 4 (Hybrid Tasks). In both cases the 
SBPA without planning outperforms the planning version when the number of robots is 
low. In the 4th environment the number of robots from which the SBPA-planning is better 
than SBPA without planning is grater than in the 3th environment. This is because in the 3th 
environment all the tasks have a deadline, and in the 4th environment there are some tasks 
without time restriction. In any case, the behavior of the SUA and EDFA strategies is 
dramatically increased when the planning is used, therefore, in those cases the main key to 
improve the system is the use of a MT approach (planning). 

6.3 Experiments with player/stage 
In this section we will analyze in a deeper way the single task strategy (ST) when the 
number of robots is low. We will use the very realistic simulator Player/Stage, which will 
allow us to study the physical interference between robots, produced when 2 or more robots 
want to access to the same point of the space at the same time. The physical interference has 
already been studied by the authors in ST-MR-IA strategies Guerrero & Oliver (2010). 
To execute our experiments we have several pioneer 3DX robots, which have become a 
standard research platform in robotics. The dimensions of the environment was 18mx18m 
and the maximum robots’ velocity was 0.25m/s. The robots used this information to 
calculate the expected execution time and to decide if they were able to execute a task before 
the deadline. We used 200 objects randomly placed in each experiment and with a deadline 
time uniformly distributed between 12 and 70 seconds. When an object is gathered, it 
immediately appears another one in a random position, thus, the number of objects in the 
environment (M) is always the same. (M) is a parameter and its influence in the performance 
of the system will be tested in the experiments. 
Table 2 shows the number of tasks that do not meet its deadline using the SBPA strategy, 
where R is the number of robots. In all cases, this auction algorithm is better than the swarm 
system, very specially when the number of robots is increased. For example, with 12 robots 
this benefit can be around 60%. Furthermore, the maximum distance (D) has not a great 
impact on the results, by contrast, Kalra & Martinoli (2006) showed that without deadline 
this parameter can be very important. 
 

  R=4 R=8 R=12 
M=5 D=9 

M=10 
67 (26%) 
90 (17%) 

38 (38%) 
48 (46%) 

18 (60%) 
48 (44%) 

M=5 D=12 
M=10 

69 (39%) 
90 (29%) 

35 (53%) 
56 (47%) 

24 (63%) 
56 (47%) 

M=5 D= ∞ 
M=10 

78 (32%) 
87 (33%) 

45 (46%) 
59 (46%) 

24 (61%) 
68 (23%) 

Table 2. Number of tasks that do not meet its deadline with the SBPA strategy, in brackets 
the percentage increase of tasks when swarm is used. 
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Tables 3 and 4 show the number of tasks that do not meet its deadline using SUA and 
EDFA, respectively. As it can be seen, in all cases the SBPA is better than both SUA and 
EDFA and, even in most cases, the swarm outperforms the SUA and EDFA results. The 
performance SUA/EDFA systems get better as the ratio between maximum distance and 
number of robots (R/D) increases. When there are a lot of robots with regards to the number 
of tasks, like for example if D = 9 and R = 4, the SUA/EDFA results are 17% worse than 
swarm, but with low values of R

D  the results are SUA/EDFA 14% better than swarm. 
Moreover, the EDFA seems to improve, in most cases the system performance, very 
especially for the worst SUA cases. We have to note that these results are partially similar to 
the already shown in figure 3 where for a low number of robots, the swarm strategy can 
outperform SUA and EDFA. In the RoboSim experiments the distance D was infinity, and 
therefore the R

D  ratio was the minimum possible. 
 

  R=4 R=8 R=12 
M=5 D=9 
M=10 

105 (-17%) 
128 (-17%) 

94 (-54%) 
93 (-4%) 

98(-118%) 
96 (-13%) 

M=5 D=12 
M=10 

102 (11%) 
128 (-2%) 

85 (-13%) 
94 (11%) 

89 (-39%) 
89 (15%) 

M=5 D= ∞ 
M=10 

98 (14%) 
122 (6%) 

84 (0%) 
100 (9%) 

90 (-48%) 
88 (-13%) 

Table 3. Number of tasks that do not meet its deadline with the SUA strategy. The 
percentage of increase when swarm is used appears in brackets. 

 
  R=4 R=8 R=12 

M=5 D=9 
M=10 

99 (-10%) 
135 (-24%) 

87 (-43%) 
87 (2%) 

78 (-73%) 
90 (-6%) 

M=5 D=12 
M=10 

97 (15%) 
126 (0%) 

81 (-8%) 
97 (15%) 

91 (-42%) 
100 (-5%) 

M=5 D= ∞ 
M=10 

96 (16%) 
132 (-2%) 

94 (-12%) 
94 (8%) 

85 (-39%) 
96 (-9%) 

Table 4. Number of tasks that do notmeet its deadlinewith the EDFA strategy. The 
percentage of increase when swarm is used appears in brackets. 

7. Earliest Deadline First Best Pair method (EDFBP) 
In this section we will propose a new auction like algorithm called Earliest Deadline First 
Best Pair (EDFBP), which is in a middle way between the EDFA and the SBPA. The objective 
of the EDFBP algorithm is to have the SBPA’s performance but with a lower algorithmic 
cost. To achieve this goal, EDFBP follows the algorithm 4, where firstly the central 
auctioneer orders all the tasks by deadline (line 1). Then, it selects a subset of this tasks (line 
2) and apply only over this subset the SBPA procedure (algorithm 1). In our case the total set 
of tasks (T) is split in several consecutive subsets using the β parameter (see algorithm 5). 
Thus, β is the percentage of the total number of tasks that will be processed as one unit by 
SBPA. When β = 1 the EDFBP will behave as a SBPA and when β = 0 it is a EDF algorithm. 
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(a) 3th Environment (random deadlines) 
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(b) 4th Environment (hybrid tasks) 
 
Fig. 3. Deadlines fulfillments with λ = 0.3 and different environments. 
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The algorithmic complexity of the EDFBP can be easily gotten as follows: let’s n be the 

number of tasks, m the number of robots and 1r
β

= . To simplify the process we will assume 

that all the partitions of T have the same number of tasks, and therefore | TW | always has 
the same value. Following the same reasoning as in section 4.2, the ordering process (line 1) 

has a complexity equal to O(nlong(n)). Then, the SBPA algorithm is performed over n
r

 tasks, 

and therefore its complexity must be equals to 
( , )

0( ( )( ))
nmin m
r

i
nO i m i
r=
− −∑ . Thus, the total 

complexity of the EDFBP algorithm is equal to: 
( , )

0( ( ) ( )( ))
nmin m
r

i
nO nlog n r i m i
r=

+ − −∑ . It is 

easy to see that the  complexity of the algorithm is in general lower than the complexity of 
the SBPA method and the lower value of β the greater algorithm complexity is. 
 
Algorithm 4 EDFBP algorithm
Require: T=List of unassigned tasks

1: sort T by earliest deadline
2: while T ≠ Ø do
3: TW ← tasksO f Interest(T)
4: SBPA (TW )
5: T ← T − TW
6: end while

Algorithm 5 tasksOfInterest
Require: T=List of unassigned tasks

1: sort T by earliest deadline
2: N ← MAX(1, β ∗ |T| )
3: TInt ← T[0..N]
4: return TInt  

 

Figure 4(a) shows the results of some experiments carried out to validate the EDFBP with 
the 3th environment, the environment with random deadlines, and with the single task (ST) 
approach. The β values are expressed in percentage, thus the EDFBP (50%) means the results 
with β = 0.5. These results show that with only a β = 0.5, that is splitting the T table in two, 
the results are very similar to the the SBPA strategy. This similar performances has been 
achieved with a much lower algorithmic cost. Figure 4(b) shows the same results but using 
the 1st. environment, that is the environment with all tasks with the same deadline. In this 
case, the results of the different values of β are more similar between them than in the last 
figure, but, like in the 3th environment, when β = 0.5 SBPA and EDFBP show very similar 
results. 
Figure 5 shows the total path traveled by all the robots in the same scenario as figure 4(b). 
As it can be seen there are no major differences between the 4 different strategies and can 
also be noted that the length is practically lineal with the number of robots. If we compare 
this results with an environment with a low λ value (see figure 1(b) or figure 2(b)), it can be 



 Multi-Robot Systems, Trends and Development 

 

452 

seen that now there isn’t any reduction in the length with regards to the number of robots, 
or at least, this reduction is not relevant with less than 40 robots. 

8. Conclusion and future work 
This work has studied how several different auction like algorithms and an swarm approach 
can carry out a set of tasks with an associated deadline. Three different auction methods has 
been proposed: SUA, EDFA, SBPA and a deterministic swarm approach. From the results of 
the experiments carried out, a forth method is also introduced, the EDFBP. The EDFBP is an 
hybrid between EDFA and SBPA, which, modifying a parameter β, can behave like a SUA 
or like a SBPA. A study of the algorithmic complexity has also been explained, the tables 5 
and 1 show the order of complexity of all the methods studied. As it can be seen, the 
complexity of EDFBP can be fitted to be between SUA or SBPA. 
Moreover, The results of the experiments show that in a single task scenario (ST), when only 
one task can be assigned to the same robot, the EDFA method outperforms the SUA and 
shows better results than a swarm approach when there are a lot of robots. In all cases the 
SBPA has better results than any other strategy. When the robots can have several task (MT 
approach) all the auction strategies have a similar performance. 
The work presented has some challenging aspects to add and to improve. For the time being 
we are focused on finding a method to learn on-line the β parameter of the EDFBP strategy. 
New experiments with the Player/stage simulator using much more robots and poisson 
arrivals for tasks are under consideration too. This new kind of experiments will allow us a 
more accurate analysis about the effects of our algorithm on real robots and a better 
comparison with the RoboSim results. The algorithm to schedule tasks explained in section 
5 is very simple, more complex and efficient methods should be tested. Some other futures 
improvements of our work could be: use an heterogeneous set of robots with different 
sensorial or computational characteristics, develop new methods to learn the expected 
execution time from the environment’s and robot’s characteristics or carry out new types of 
missions, for example cleaning the floor of a room or test our methods on the RoboCup 
Rescue simulator Kitano et al. (1999). 
 

Swarm O(n) 

SUA ( , )
0( ( ))min n m

iO m i
=

−∑  

EDFA ( , )
0( ( ) ( ))min n m

iO nlog n m i
=

+ −∑  

SBPA ( , )
0( ( )( ))min n m

iO n n i m i
=

+ − −∑  

EDFBP ( , )
0( ( ) ( )( ))min n m

i
nO nlog n r i m i
r=

+ − −∑  

Table 5. Complexity order of the algorithms introduced in this work in a single task 

environment (ST). n is the number of tasks, m is the number of robots and 1r
β

=  
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(a) 3th Environment (random deadline) 
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(b) 1th environment (all the tasks has the same deadline) 
 

Fig. 4. Deadlines fulfillments with EDFBP λ = 0.3, different β values and different 
environments. 
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Fig. 5. Total Length with EDFBP λ = 0.3, 1th environment (all the tasks has the same 
deadline) and different β values. 
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1. Introduction     
Recent years have witnessed growing interest in multi-robot system (MRS) research. To 
date, numerous research projects have been undertaken in various forms, such as robot 
soccer (Stone & Sutton, 2001), all-terrain operation (Mondada et al., 2003), box-pushing 
problems (Gerkey & Mataric, 2002), and many others. We can point out at least three 
advantages of an MRS over traditional single-robot systems (Stone & Veloso, 2000). The first 
is parallel processing, performed by autonomous and asynchronous robots in the system. The 
second is robustness, realized by redundancy: the system has more robots than required. The 
third is scalability in the sense that a robot can be added or removed from the system easily. 
From the viewpoint of complex adaptive systems, it is important to coordinate cooperative 
behavior to solve a given task because a task is given simply to a robot group without 
sufficiently detailed specifications to solve it. The most popular approach to realize 
coordination is providing strategies for effective cooperation in advance in the form of 
behavior rules, roles, or communication protocols. 
However, it is practically impossible to give hand-crafted behavior rules for all possible 
situations that a robot will encounter. This means that the performance is context-sensitive. 
One approach to this problem is giving the ability of acquiring cooperative behavior 
through experience to each robot by autonomous role development and assignment so that 
an MRS has the potential for system-level robustness. 
We consider that a key factor would be how to give an on-line autonomous specialization 
mechanism to an MRS. This study introduces an approach that uses reinforcement learning 
(RL) to achieve autonomous specialization. To date, RL has not often been applied to an 
MRS because of the following two reasons. The first is that RL generates quite sensitive 
results for segmentation of the state space and the action space. When segmentation is 
inappropriate, RL often fails. Even if RL obtains a successful result, the achieved behavior 
might not be sufficiently robust. The second is that the RL theory is constructed on the 
assumption of a static environment (Sutton & Barto, 1998). Therefore, RL in a simple form 
can yield good results only when the environment is sufficiently static or stable for a robot 
to be able to assume that it is static. 
We must therefore apply RL carefully to an MRS, so that learning robots cope with the 
dynamics in their environment resulting from the moves of other robots that are learning 
simultaneously. 
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To overcome these problems, we apply a novel RL algorithm that has a mechanism for 
segmenting continuous state space and continuous action space autonomously and 
simultaneously. We call this Bayesian-discrimination-function-based Reinforcement 
Learning (BRL). In addition, for supporting the stabilization of the dynamics in the learning 
problem for the RL, complementary information, i.e., the prediction of the other robots' 
postures at the next time step is provided to the BRL by a learning neural network.  
The remainder of this chapter is organized as follows: The target MRS is introduced in the 
second section. The third and fourth sections explain our design concept and our 
reinforcement learning controller details. The fourth section proposes an extended BRL for 
improving the robustness. The fifth section shows results of our experiments. Conclusions 
are given in the final section.  

2. Task: cooperative carrying problem 
Our target problem is a simple MRS composed of three autonomous robots, as shown in Fig. 
1. This problem is called the cooperative carrying problem (CCP), and involves requiring the 
MRS to carry a triangular board from the start to the goal. A robot is connected to the 
different corners of the load so that it can rotate freely.  A potentiometer measures the angle 

between the load and the robot's direction θ. A robot can perceive the potentiometer 
measurements of the other robots, as well as its own. All three robots have the same 
 

 
Fig. 1. Cooperative carrying problem, CCP 
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specifications. Each robot has two distance sensors d and three light sensors l. The greater d 
/ l becomes, the nearer the distance to an obstacle or a light source. Each robot has two 
motors for rotating two omnidirectional wheels. A wheel provides powered drive in the 
direction it is pointing and passive coasting in an orthogonal direction at the same time. 
The difficulties in this task can be summarized as follows:  
• The robots have to cooperate with each other to move around. 
• They begin with no predefined behavior rule sets or roles. 
• They have no explicit communication functions. 
• They cannot perceive the other robots through the distance sensors because the sensors 

do not have sufficient range. 
• Each robot can perceive the goal (the location of the light source) only when the light is 

within the range of its light sensors. 
• Passive coasting of the omnidirectional wheels brings a dynamic and uncertain state 

transition. 

3. Reinforcement learning approach to CCP 
3.1 Reinforcement learning in continuous space:  
BRL: Overview 
Our approach, called BRL, updates the classification only when such an update is required. 
A set of production rules is defined using Bayesian discrimination method, which is a well-
known method of pattern classification (Dura & Hart, 1972). This method can assign an 
input, X, to the cluster, Ci, which has the largest posterior probability, max Pr(Ci|x). Here,  
Pr(Ci|x) indicates the probability calculated by Bayes' formula that a cluster, Ci, holds the 
observed input x. Therefore, using this technique, a robot can select the most similar rule to 
the current sensory input. The learning procedure is overviewed as follows: 
1. A robot perceives the current input data x. 
2. A robot selects the most similar rule from a rule set by using the Bayesian 

discrimination method. If a robot selects a rule, it executes the corresponding action a. 
Otherwise, a robot executes an action randomly. 

3. A robot is transferred to the next state and receives a reward r. 
4. The utilities of all rules are updated according to r. The rules for which the utilities are 

below a certain threshold are removed. 
5. The robot produces a new rule as the combination of the current input data and the 

executed action if a robot executed an action randomly. This executed rule is stored in 
the rule set. 

6. Parameters of all the rules are updated by the interval estimation technique if a robot 
receives no penalty. Otherwise, a robot only updates the parameters of the selected rule. 

7. Go to (1). 
Rule Representation 

The BRL operates on a set of rules R. A rule rl ∈ R is defined as rl:=< v, u, a, f, Σ, Φ>. In this 
expression, the state vector associated with rl is v = {v1,…,vnd}T, where nd is the number of 
inputs. The utility of rl is represented as u. The action vector is a = {a1,…,ana}T, where na is the 
number of actuators. The prior probability is denoted as f. The covariance matrix is Σ = diag 
{σ1,…,σnd}. The sample set associated with rl is Φ ={φ1,..., φns}T, where ns is the number of 
samples. 
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Action Selection 
A rule in R is selected to minimize the risk of misclassification of the current input. The 
posterior probability Pr(Ci|x) is calculated as the risk of misclassification for each cluster; it 
is calculated by Bayes’ Theorem: 

 Pr( )Pr( | )Pr( | )
Pr( )
i i

i
C x CC x

x
=  (1) 

For finding the minimal risk, it is sufficient to calculate the posterior probability because all 
clusters have a common factor of 1/Pr(x). The probability density function of the i-th rule's 
cluster is represented as the following. 
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After calculating gi for all the rules, the winner rule, rlw, is selected as that which has the 
minimal value of gi. As mentioned in the learning procedure, the action in the rlw is 
performed if gi is lower than a threshold gth. Otherwise, a random action is performed. 

Temporal Credit Assignment 
The respective utilities of the rules are updated using the following four strategies after the 
action is performed. 
1. Direct payoff distribution: The direct payoff P is given to the winner rule. Two types of 

payoff are obtainable: reward (P>0) and punishment (P<0). The payoff is spread back 
along the sequence of the rules that triggered its actions with the discount rate γ. 

2. “Bucket brigade” like strategy: The current winner rule, rlw, hands over part of its utility 
Δu to the previous winner only when Δu is positive. 

3. Taxation: A firing rule reduces its utility as uw ← (1 - cf) uw. 
4. Evaporation: All rules reduce their utilities at the evaporation rate η < 1 when the robot 

reaches the goal: uw ← ηuw. A rule that has smaller utility than the threshold umin is 
removed from the rule set R. 

Updating Rule Set 
The update phase is performed except when action by rlw results in punishment. If a random 
action is taken (i.e. gw > gth), a new rule that is composed of the current sensory input, vc, and 
the executed action, ac, is added to R. Parameters for the new rule are defined as follows. 

 vc = x, Σc = σ02I, ac = aw, uc =  u0, fc = f0 (4) 
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In those equations, σ0, u0 and f0 are constants, I is a unit matrix. When the action in rlw is 
performed as (i.e. gw ≤ gth), all of its parameters are updated as follows. First, the sample set 
Φw is updated by adding the current sensory input to x. Then, the sample mean x = {x1,..., 
xns}T and the sample variance s2 = {s12,..., sns2 }T are estimated from the updated set Φw. The 
confidence intervals for X and s2 are also updated. Subsequently, BRL determines whether 
any component of v and Σ is out of the range of the confidence intervals. If any component 
is outside of that range, the updates are conducted: 

 vi ← vi + α(xi - vi) (5) 

 σi2 ← σi2 + α[si2 - σi2] (6) 

 fw ← fw + β(1 - fw) (7) 

where α and β are constants. For all other rules, the prior probabilities fi are updated as 
follows: 

 fi ← (1 - β)fi (8) 

3.2 Reducing the dynamics in an environment 
Related Work 
To date, numerous reports that are related to the RL approach and that are applied to an 
MRS have been published.  For instance, Tan (Tan, 1993), who examined the effects of 
sharing information, described that shared information is beneficial if it can be used 
efficiently. Asada et al. (Asada et al., 1999) and Ikenoue et al. (Ikenoue et al. 2002) proposed 
a vision-based RL method for acquiring cooperative behavior in a soccer-like game that 
includes two mobile robots: a shooter and a passer. To stabilize the learning process, Asada 
et al. introduced a method of global scheduling by limiting the number of learning agents to 
one and allowing the remaining agents to execute fixed policies that were acquired in the 
previous learning stage. Ikenoue et al. proposed a method of asynchronous policy renewal 
with one policy and one action value function. Elfwing et al. (Elfwing et al., 2004) added 
macro actions. Macro actions force an agent to execute the same primitive action for more 
than one time step to thereby stabilize learning and make action selection more predictable 
for other agents. Several studies have specifically addressed the internal model of other 
learning agents (Littman, 1994; Hu & Wellman, 1998; Nagayuki et al., 2000). In those 
models, agents learn through estimating others' actions, Q values, or policies. 
To the best of our knowledge, no RL approaches have displayed autonomous specialization. 
Therefore, robots need well-designed states, actions, strategies, or roles for acquiring 
cooperative behavior. Achieving all of these goals simultaneously is a practical 
impossibility. 
Our Approach 
In this study, we adopt a mechanism for predicting the near-future state based on time-series 
sensory information. As related work, a memory-based method (Moore & Atkenson, 1993) 
and a decision-tree (Suzuki et al., 1999) have been proposed for dealing with non-Markovian 
characteristics in an MRS environment. However, the state space is expanded according to the 
length of the time series information; in the worst case, it is expanded indefinitely. 
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We consider that the state space expansion should be as little as possible. 
Our research group has demonstrated that merely the nearest future state prediction is 
sufficient for stabilizing the dynamics in an RL space (Kawakami et al., 1999). In this study, 
although a continuous learning space is assumed, an identical approach is examined with a 
feed-forward neural network for predicting the average of the other robots' postures at the 
next time step. As shown in Fig. 2, BRL uses the output of the neural network as a sensory 
information input. 

4. Extended BRL 
4.1 Basic concept 
We have some RL approaches that provide learning in continuous action spaces. An actor-
critic algorithm built with function approximators has a continuous learning space and 
modifies actions adaptively (Doya, 2000; Peters & Schaal, 2008). This algorithm modifies 
policies based on TD-error at every time step. The REINFORCE algorithm theoretically also 
needs immediate reward  (Williams, 1992). These approaches are not useful for tasks such as 
the navigation problem shown in Sec. 2, because the robot gets a reward only when it 
reaches the goal. BRL, however, proves to be robust against a delayed reward.  
In the standard BRL, a robot performs a random search in its action space, and these 
random actions can produce unstable behavior. Therefore, reducing the chance of random 
actions may accelerate behavior acquisition and provide more robust behavior. Instead of 
performing a random action, BRL needs a function that determines action based on acquired 
knowledge. 
 

 
Fig. 2. Robot Controller   
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4.2 BRL with an adaptive action generator 
To improve the search efficiency in a action space, in this paper, we introduce an extended 
BRL by modifying the learning procedure, Step (2) in Sec. 3. In this extension, instead of a 
random action, the robot performs a knowledge-based action when it encounters a new 
environment. To do this, we set a new threshold, P'th (< Pth), and provide three cases for rule 
selection in Step (2) as follows:  
• gw  < gth: The robot selects the rule with gw and executes its corresponding action aw. 
• gth ≤ gw < g'th: The robot executes an action with parameters determined based on rlw 

and other rules with misclassification risks within this range as follows: 
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where nr is the number of referred rules, and N(0, σ) is a zero-centred Gaussian noise 
with variance σ. This action is regarded as an interpolation of previously-acquired 
knowledge. 

• g'th ≤ gw: The robot generates a random action. 
In this rule selection, the first and third cases are the same as the standard BRL. 

5. Experiments 
5.1 Settings 
Fig. 3 and 4 show the general views of the experimental environments for simulation and 
physical experiments, respectively. In the simulation runs, the field is a square surrounded 
by a wall. The physical robots are situated in a 3.6-meter-long and 2.4-meter-wide pathway. 
The task for the MRS is to move from the start to the goal (light source). All robots get a 
positive reward when one of them reaches the goal (l0 > thrgoal ∨ l1 > thrgoal  ∨ l2 >thrgoal). A 
robot gets a negative reward when it collides with a wall (d0 > thrd  ∨ d1 > thrd). We represent 
a  unit of time as a step. A step is a sequence that allows the three robots to get their own 
input information, make decisions by themselves, and execute their actions independently. 
When the MRS reaches the goal, or when it cannot reach the goal within 200 steps in 
simulations and 100 steps in physical experiments, it is put back to the start. This time span 
is called an episode. 
The settings of the robot controller are as follows. 
Prediction Mechanism (NN)  
The prediction mechanism attached is a three-layered feed-forward neural network that 
performs back propagation. The input of i-th robot is a short history of sensory information, 
Ii = {cosθit-2, sinθit-2, cosψit-2, sinψit-2, cosθit-1, sinθit-1, cosψit-1, sinψit-1, cosθit, sinθit, cosψit, sinψit}, 
where ψit = (θjt +θkt)/2 (i ≠ j ≠ k). The output is a prediction of the posture of the other robots 
at the next time step Oi = { cosψit+1, sinψit+1 }. The hidden layer has eight nodes. 
Behavior Learning Mechanism (BRL) 
The input is xi = { cosθit, sinθit, cosψit+1, sinψit+1, di0, di1, li0, li1, li2 }. The output is ai = { mirud, mith 
}, where mirud and mith are the motor commands for the rudder and the throttle respectively. 
σ in Eq.(9) is 0.05. For the standard BRL, Pth = {0.012, 0.01}. For the extended BRL, Pth = 0.012 
and  P'th= 0.01. The other parameters are shown in Table. 1. These values are the same as the 
recommended values in our journal (Yasuda et al., 2005). 
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Fig. 3. Experimental environment (simulation) 
 

 
Fig. 4. Experimental environment (physical experiment) 

5.2 Results: simulations 
Fig. 5 shows the averages and the deviations of steps that the MRS takes by the end of each 
episode. In the early stages, the MRS requires a lot of trial and error and takes many steps to 
finish the episode. After such a trial and error process, the behavior of MRS becomes more 
stable and it takes fewer steps. An MRS with the standard BRL stably achieves the task 
within nearly constant steps after the 250th episode, and the extended BRL accomplishes 
this in 200 episodes. This means that, in terms of learning speed, the extended BRL 
outperforms the standard one.  
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Parameter Value 
nrlmax maximum size of the rules 100 
nsmax maximum size of the samples  50 
P payoff (reward) 25.0 
P payoff (punishment) -0.05u 
u0 initial utility 10.0 
umin threshold for extinction 9.2 
cf cost for an action 0.01 
γ distribution rate of utility 0.9 
κ utility spread rate  0.15 
η evaporation rate 0.98 
f0 initial prior probability 0.001 
σ0 initial variance 0.05 
α in eq (6) 0.001 
β in eqs (7) and (8) 0.0001 

Table 1. BRL parameters 

 

 
Fig. 5. Mean learning history for 50 simulations (three robots) 

For the 50 independent runs, the MRS achieved different globally stable behavior as shown 
in Fig. 6. However, we found a common point that robots always achieved cooperative 
behavior by developing team play organised by a leader, a sub-leader and a follower. This 
implies that acquiring cooperative behavior always involved autonomous specialization. 
The extended BRL displayed higher adaptability, and yielded autonomous specialization 
faster than the standard BRL. 



 Multi-Robot Systems, Trends and Development 

 

466 

 
 
 

   
 
 
 

Fig. 6. Typical behavior in the early stage and acquired stable behavior (three robots) 
Discussion 
There is no significant difference in results in the learning performance of the BRLs for a 
three-robot CCP; therefore, we tested four- and five-robot CCP performance for more 
dynamic and complicated problems. The four robots use a square load, and the five robots 
have a pentagonal load. In these CCPs, ψ is the average of the angles between two 
neighbouring robots and the load. The other controller settings are the same as those for the 
three-robot CCP. 
Figs. 7 and 8 show the average and the deviations of steps an MRS takes by the end of each 
episode. As the number of robots increases, we can find that the extended BRL provides 
increasingly better results than the standard BRL, although it requires more episodes before 
obtaining stable behavior as shown in Figs. 9 and 10. The extended BRL has a function for 
coordinating behavior as well as reducing the number of random actions that can result in 
unstable behavior. These results show that the extended BRL has a higher learning ability 
and is less dependent on the number of robots in the MRS. This implies that the extended 
BRL might have more scalability, which is one of the advantages of MRS over single-robot 
systems. 
Although parameters that are more refined might provide better performance, parameter 
tuning is outside the scope, because BRL is designed for acquiring reasonable behavior as 
quickly as possible, rather than optimal behavior. In other words, the focal point of our MRS 
controller is not optimality but versatility. In fact, we obtain similar experimental results 
through experiments with an arm-type MRS similar to that in (Svinin et al., 2000) using the 
same parameter settings. 



Improving Search Efficiency in the Action Space  
of an Instance-Based Reinforcement Learning Technique for Multi-Robot Systems   

 

467 

 
Fig. 7. Mean learning history for 50 simulations (four robots) 

 

 
Fig. 8. Mean learning history for 50 simulations (five robots) 
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Fig. 9. Typical behavior in the early stage and acquired stable behavior (four robots) 
 

    
Fig. 10. Typical behavior in the early stage and acquired stable behavior (five robots) 

5.3 Results: physical experiments 
We conducted five independent experimental runs for each BRL. The standard BRL 
provided two successful results and the extended BRL provided four. Figs. 11 and 12 
illustrate the best results of the physical experiments by the standard and the extende BRL, 
respectively. These figures illustrate the number of steps and punishments in each episode. 
Comparing these results shows that the extended BRL requires fewer episodes to learn 
behavior. The other successful results of the extended BRL show better performance than 
the best result of the standard BRL. The behavior of the extended BRL is also more stable 
than that of the standard, because the MRS with the standard BRL gets several punishments 
after learning goal-reaching behavior. 
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Fig. 11. Learning history: physical experiment (standard BRL) 

 

 
 

Fig. 12. Learning history: physical experiment (extended BRL) 

Figs. 13 and 14 show examples of the behavior of the extended BRL. In the early stages, 
robots have no knowledge and function by trial and error. During this process, robots often 
collide with a wall and become immovable (Fig. 13). Then, some robots reach the goal and 
develop appropriate input-output mappings (Fig. 14). Observing the acquired behavior and 
investigating rule parameters, we found that the robots developed cooperative behavior, 
based on autonomous specialization. 
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Fig. 13. An example of behavior in the early stage (extended BRL) 

 
Fig. 14. An example of acquired behavior after successful learning (extended BRL) 
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6. Conclusions 
We investigated the RL approach for the behavior acquisition of autonomous MRS. Our 
proposed RL technique, BRL, has a mechanism for autonomous segmentation of the 
continuous learning space, and proved effective for MRS through the emergence of 
autonomous specialization. For accelerated learning, we proposed an extension of BRL with 
a function to generate interpolated actions based on previously acquired rules. Results of the 
simulations and physical experiments showed that the MRS with an extended BRL did learn 
behavior faster than that with the standard BRL.  
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1. Introduction  
A robust instance-based reinforcement learning (RL) approach for controlling autonomous 
multi-robot systems (MRS) is introduced in this chapter. Although RL has been proven to be 
an effective approach for behavior acquisition for an autonomous robot, it generates 
considerably sensitive results for the segmentation of the state and action spaces. This 
problem can yield severe results with increase in the complexity of the system. When 
segmentation is inappropriate, RL often fails. Even if RL obtains successful results, the 
achieved behavior might not be sufficiently robust. In conventional RL, human designers 
segment the state and action spaces by using implicit knowledge based on their personal 
experience, because there are no guidelines for segmenting the state and action spaces.  
Two main approaches for solving the abovementioned problem and for learning in a 
continuous space have been discussed.  One of the methods applies function-approximation 
techniques such as artificial neural networks to the Q-function. Sutton (Sutton, 1996) used 
CMAC and Morimoto and Doya (Morimoto & Doya, 2000) used Gaussian softmax basis 
functions for function approximation. Lin represented the Q-function by using multi-layer 
neural networks called Q-net (Lin, 1993). However, these techniques have the inherent 
difficulty that a human designer must properly design their neural networks before executing 
RL. The other method involves the adaptive segmentation of the continuous state space 
according to the robots' experiences. Asada et al. proposed a state clustering method based on 
the Mahalanobis distance (Asada et al., 1996). Takahashi et al. used the nearest-neighbor 
method (Takahashi et al., 1996). However, these methods generally require large learning costs 
for tasks such as the continuous update of data classifications every time new data arrives.  
Our research group has proposed an instance-based RL method called the continuous space 
classifier generator (CSCG), which proves to be effective for behavior acquisition (Svinin et 
al., 2000). We have also developed a second instance-based RL method called Bayesian-
discrimination-function-based reinforcement learning (BRL) (Yasuda et al., 2005). Our 
preliminary experiments proved that BRL, by means of adaptive segmentation of state and 
action spaces, exhibits better performance as compared to CSCG.  
As we mentioned in the previous chapter, BRL has an extended form that accelerates the 
learning speed (Yasuda & Ohkura, 2010). Our focal point for the extension is the process of 
action searching. In a standard BRL, a robot performs a random action and stores an input-
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output pair as a new rule when it encounters a new situation. This random action 
sometimes produces one novel situation after another, which results in unstable behavior. In 
order to overcome this problem, we added a function that performs an action on the basis of 
acquired experiences. Our previous study demonstrated that MRSs that employ the 
extended BRL learn behaviors faster as compared to those that employ the standard BRL.  In 
this chapter, we conduct further experiments in which a robot in an MRS is initialized after 
successful learning, and thus we investigate the robustness and relearning ability of the 
extended BRL. 
The remainder of this chapter is organized as follows. In the next section, the target problem 
in this chapter and our concept of cooperative MRSs are introduced. Our design concept and 
the controller details are explained in Section 3. The results of our experiments are provided 
in Section 4. The conclusions are provided in Section 5.    

2. Cooperative multi-robot systems 
2.1 Cooperative transportation task 
One of the challenging tasks in multi-robotics is object transportation. In this task, several 
robots move cooperatively to transport an object to a goal area in a static or dynamic 
environment. The object is sufficiently heavy and/or large so that no single robot can handle 
it. 
Kosuge et al. adopted the feed back control method using the force sensors to achieve 
effective leading and following (Kosuge et al., 1997). Huntsberger et al. proposed a layered 
control architecture called CAMPOUT (Control Architecture for Multi-robot Planetary 
Outposts) that was tailored for extraterrestrial multi-robot systems (Huntsberger et al., 
2004). CAMPOUT employs a leader-follower distributed control. Robots transport an object 
by lifting it in these approaches.  
An alternative method of transporting object is pushing. Sen et al. used reinforcement 
learning techniques on a block pushing problem to show agents could learn coordinated 
behavior without any knowledge about each other (Sen et al., 1994). Kube and Zhang 
described a box-pushing task as a sequence of sub-tasks with separate controller designed 
for each step using finite state automata theory (Kube & Zhang, 1996). Here, 10 physical 
homogeneous robots achieved box-pushing without explicit communication. Parker 
proposed a behavior-based multi-robot architecture termed ALLIANCE that uses concepts 
of impatience/acquiescence to motivate behavior (Parker, 1998). ALLIANCE was validated 
in a pushing task by heterogeneous robots. Mataric et al. demonstrated box-pushing by two 
six-legged robots equipped with hand-coded sensing and behavior (Mataric et al., 1995). 
They demonstrated communication can produce performance improvements. They also 
developed that an auction-based task allocation system by using a publish/subscribe 
communication protocol (Gerkey et al., 2002). The system was validated in physical 
manipulation tasks by a watcher robot and two pusher robots. Wang and de Silva 
developed a controller comprised of reinforcement learning and genetic algorithms for 
object transportation by two robots (Wang & de Silva, 2008). A probabilistic arbitrator was 
used to select the winning output between reinforcement learning and genetic algorithms. 

2.2 Autonomous specialization 
MRSs aim to achieve effective cooperation by exploiting roles, behavior rules, or 
communication functions that are useful for the desired cooperation. However, it is 
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practically impossible to give the hand-crafted factors for all possible situations that a robot 
will encounter. This means that the performance of conventional human scripted 
manipulation is restricted in a given condition.  
One approach to this problem is giving an ability to acquire cooperative behavior through 
experience to each robot by autonomous role development and assignment. This provides 
an MRS with the potential for system-level robustness, i.e., generalization capability. We call 
this particular ability autonomous specialization in this chapter. Recently, based on 
evolutionary robotics (Harvey et al., 1997; Nolfi & Floreano, 2000), Quinn et al. (Quinn et al., 
2002) and Baldassarre et al. (Baldassarre et al., 2003) applied artificial evolution to realize 
this ideal function. There has been also significant progress in the field of swarm robotics 
(Sahin & Spears, 2005). Here, a swarm is as a kind of MRSs where many simple physical 
autonomous robots perform a task without any global central controller. The collective 
behavior emerges due to interactions between simple autonomous robots and an 
environment. The concept of swarm robotics however does not include the behavior-
learning mechanisms.  To the best of our knowledge, generally effective behavior-learning 
mechanisms for swarm robotics have not been proposed yet. 
From the view point of autonomous specialization, a homogeneous MRS for a task that 
require appropriate cooperation is explained in this chapter. Reinforcement learning with 
some extensions is adopted as a behavior-learning mechanism.  

3. Approach 
3.1 BRL: RL in continuous learning space 
Our approach, called BRL, updates the classification only when such an update is required. 
A set of production rules is defined using Bayesian discrimination method, which is a well-
known method of pattern classification (Dura & Hart, 1972). This method can assign an 
input, X, to the cluster, Ci, which has the largest posterior probability, max Pr(Ci|x). Here,  
Pr(Ci|x) indicates the probability calculated by Bayes' formula that a cluster, Ci, holds the 
observed input x. Therefore, using this technique, a robot can select the most similar rule to 
the current sensory input. The learning procedure is overviewed as follows: 
1. A robot perceives the current input data x. 
2. A robot selects the most similar rule from a rule set by using the Bayesian 

discrimination method. If a robot selects a rule, it executes the corresponding action a. 
Otherwise, a robot executes an action randomly. 

3. A robot is transferred to the next state and receives a reward r. 
4. The utilities of all rules are updated according to r. The rules for which the utilities are 

below a certain threshold are removed. 
5. The robot produces a new rule as the combination of the current input data and the 

executed action if a robot executed an action randomly. This executed rule is stored in 
the rule set. 

6. Parameters of all the rules are updated by the interval estimation technique if a robot 
receives no penalty. Otherwise, a robot only updates the parameters of the selected rule. 

7. Go to (1). 
Action Selection and Rule Production 
In BRL, a rule in the rule set is selected to minimize gi, i.e. the risk of misclassification of the 
current input. We obtain g on the basis of the the posterior probability Pr(Ci|x). Pr(Ci|x) is 
calculated as an indicator of classification for each cluster by using Bayes’ Theorem: 
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A robot requires gi instead of calculating Pr (Ci|x), because no one can correctly estimate 
Pr(x) in Eq.(1) (the higher the value of Pr(Ci|x), the lower is the value of gi). A robot must 
select a rule on the basis of only the numerator. The value of  gi is calculated as 
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After calculating gi for all the rules, the winner rule, rlw, is selected as that which has the 
minimal value of gi. As mentioned in the learning procedure, the action in the rlw is 
performed if gi is lower than a threshold gth as shown in Fig. 1. Otherwise, a random action 
is performed. 

3.2 Extended BRL with an adaptive action generator 
Basic Concept 
We have some RL approaches that provide learning in continuous action spaces. An actor-
critic algorithm built with function approximators has a continuous learning space and  
 

 
Fig. 1. State Space of the Standard BRL 
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modifies actions adaptively (Doya, 2000; Peters & Schaal, 2008). This algorithm modifies 
policies based on TD-error at every time step. Theoretically, the REINFORCE algorithm 
requires immediate rewards (Williams, 1992). These approaches are not useful for tasks such 
as transport tasks if a robot gets a reward only when the goal is achieved. However, BRL 
proves to be robust against a delayed reward. 
In the standard BRL, a robot performs a random search in its action space; such random 
actions often resulted in instability in the global behavior of MRS in our preliminary 
experiments (Fig. 2). Therefore, reducing the chance of random actions may accelerate 
behavior acquisition and provide a more robust behavior. Instead of performing a random 
action, BRL requires a function that determines actions on the basis of acquired knowledge 
(Fig. 3). 
Adaptation Based on Acquired Knowledge 
To improve the search efficiency in a action space, in this paper, we introduce an extended 
BRL by modifying the learning procedure, Step (2) in the previous sub-section. In this 
extension, instead of a random action, the robot performs a knowledge-based action when it 
encounters a new environment. To do this, we set a new threshold, P'th (< Pth) as shown in 
Fig. 4, and provide three cases for rule selection in Step (2) as follows:  
• gw  < gth: The robot selects the rule with gw and executes its corresponding action aw. 
• gth ≤ gw < g'th: The robot executes an action with parameters determined based on rlw 

and other rules with misclassification risks within this range as follows: 
 

 
Fig. 2. BRL Robot that Executes a Random Action When it Encounters an Unknown 
Situation 
 

 
Fig. 3. Basic Idea of the Extended BRL; Generating an Action on the basis of Acquired 
Behavior 
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Fig. 4. State Space of the Extended BRL 
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where nr is the number of referred rules, and N(0, σ) is a zero-centred Gaussian noise 
with variance σ. This action is regarded as an interpolation of previously-acquired 
knowledge. 

• g'th ≤ gw: The robot generates a random action. 
In this rule selection, the first and third cases are the same as the standard BRL. 

4. Experiments 
4.1 Problem settings 
Our target problem is a simple MRS composed of three autonomous robots, as shown in Fig. 
5. This problem is called the cooperative carrying problem (CCP), and involves requiring the 
MRS to carry a triangular board from the start to the goal. A robot is connected to the 
different corners of the load so that it can rotate freely.  A potentiometer measures the angle 
between the load and the robot's direction θ. A robot can perceive the potentiometer 
measurements of the other robots, as well as its own. All three robots have the same 
specifications. Each robot has two distance sensors d and three light sensors l. The greater d 
/ l becomes, the nearer the distance to an obstacle or a light source. Each robot has two 
motors for rotating two omnidirectional wheels (Fig. 6). A wheel provides powered drive in 
the direction it is pointing and passive coasting in an orthogonal direction at the same time. 
The difficulties in this task can be summarized as follows:  
• The robots have to cooperate with each other to move around. 
• They begin with no predefined behavior rule sets or roles. 
• They have no explicit communication functions. 
• They cannot perceive the other robots through the distance sensors because the sensors 

do not have sufficient range. 



A Reinforcement Learning Technique with an Adaptive Action Generator for a Multi-Robot System   

 

479 

 
 

 
Fig. 5. Cooperative Carrying Task 

 
Fig. 6. Ominidirectional Wheel 
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• Each robot can perceive the goal (the location of the light source) only when the light is 
within the range of its light sensors. 

Passive coasting of the omnidirectional wheels brings a dynamic and uncertain state 
transition. 

4.2 Experimental settings 
Fig. 7 shows the general views of the experimental environments for simulation and physical 
experiments. In the simulation runs, the field is a square surrounded by a wall. The physical 
robots are situated in a 3.6-meter-long and 2.4-meter-wide pathway. The task for the MRS is to 
move from the start to the goal (light source). All robots get a positive reward when one of 
them reaches the goal (l0 > thrgoal ∨ l1 > thrgoal  ∨ l2 >thrgoal). A robot gets a negative reward when 
it collides with a wall (d0 > thrd  ∨ d1 > thrd). We represent a  unit of time as a step. A step is a 
sequence that allows the three robots to get their own input information, make decisions by 
themselves, and execute their actions independently. When the MRS reaches the goal, or when 
it cannot reach the goal within 200 steps in simulations and 100 steps in physical experiments, 
it is put back to the start. This time span is called an episode. 
The robot controller comprises a prediction mechanism and abehavior learning algorithm.  
The settings for these two mechanisms are as follows. 
Prediction Mechanism (NN)  
The prediction mechanism attached is a three-layered feed-forward neural network that 
performs back propagation. The input of i-th robot is a short history of sensory information, 
Ii = {cosθit-2, sinθit-2, cosψit-2, sinψit-2, cosθit-1, sinθit-1, cosψit-1, sinψit-1, cosθit, sinθit, cosψit, sinψit}, 
where ψit = (θjt +θkt)/2 (i ≠ j ≠ k). The output is a prediction of the posture of the other robots 
at the next time step Oi = { cosψit+1, sinψit+1 }. The hidden layer has eight nodes.  

Behavior Learning Mechanism (BRL) 

The input is xi = { cosθit, sinθit, cosψit+1, sinψit+1, di0, di1, li0, li1, li2 }. The output is ai = { mirud, mith 
}, where mirud and mith are the motor commands for the rudder and the throttle respectively. 
σ in Eq.(9) is 0.05. For the standard BRL, Pth = {0.012, 0.01}. For the extended BRL, Pth = 0.012 
and  P'th= 0.01. The other parameter values are the same as the recommended values in our 
previous chapter. 
 

   
Fig. 7. Experimental Environment; (left) simulation, (right) physical experiment 
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We introduce a change in an environment by initializing one of the three robots. This may 
correspond to a situation in which a robot is replaced with a new one. Such changes occur 
when the MRS continuously reaches the goal for 100 consecutive episodes in the simulations 
and for 25 consecutive episodes in the physical experiments. 

4.3 Results: simulations 
We have investigated the improved performance of the extended BRL by means of three-
/four-/five-robot CCP simulations in which robots must learn cooperative behavior from 
scratch in our previous work. In these experiments, we observed that robots always achieve 
cooperative behavior by developing team play organized by a leader, a sub-leader, and a 
follower. This implies that acquiring cooperative behavior always involves autonomous 
specialization.  
The experiments in this section are conducted to observe the robustness of BRLs against a 
change in an environment. The MRS is disturbed in such a manner that one of the three 
robots is initialized immediately after a globally stable behavior is observed. Then, we count 
the number of episodes required for the MRS to relearn a new, stable behavior.  
Mean performance for all 30 independent runs are illustrated in Fig. 8. The extended BRL,  
needs about twice as small number of the episodes as the standard BRL. On the other hand, 
Figs. 9-11 show the averages and the deviations in the number of episodes for the three roles 
of the initialized robot. For each roles, 10 independent runs are conducted. The difficulty in 
relearning is apparently different for each case. The most difficult cases are those in which 
the initialized robot is the leader of the team (Fig.9). If a leader robot is initialized, the robots 
require a large number of episodes to relearn a new, stable behavior; however, such cases 
show the largest difference among those employing BRLs. The extended BRL generates 50% 
better results as compared to the standard BRL. Since the acquired cooperative behavior 
possesses slight instability and the robots must coordinate their behaviors,  particularly in a 
case in which a follower is initialized, the extended BRL provides a slightly worse result 
(Fig. 11). The improvement can be observed from the graphs for our proposed extensions.  
This implies that in terms of learning speed, the extended BRL outperforms the standard 
BRL. 

4.4 Results: physical experiments 
We conducted five independent experimental runs for each case employing the BRL. The 
standard BRL provided two successful results and theextended BRL provided four 
successful results from scratch (Yasuda & Ohkura, 2007). 
Figs. 12-14 illustrate the learning results after one of the robots is initialized by using the best 
results in our preliminary experiments (Yasuda & Ohkura, 2007) for the standard and 
extended BRL.  Before an environmental change, Robot1, Robot2, and Robot3 are the leader, 
sub-leader, and follower, respectively, in the experiments for both the BRLs. These figures 
illustrate the number of steps and punishments in each episode. Comparing these results 
shows that the extended BRL requires fewer episodes to newly develop a globally stable 
behavior. Similar to the simulation results, the case where a leader robot is initialized 
demonstrates the most significant difference. In this case, the standard BRL could not 
achieve a globally stable behavior and hence resulted in failure. In the other cases, the 
extended BRL required smaller number of episodes to relearn cooperative behavior. Further, 
the extended BRL is more stable than the standard BRL because the MRS with the standard 
BRL gets several punishments. 
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Fig. 8. Numbers of episodes required to relearn a behavior after an environmental change 
for all 30 independent runs. 

 

 
Fig. 9. Numbers of episodes required to relearn a behavior after an environmental change 
for 10 independent runs (a leader robot is initialized). 
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Fig. 10. Numbers of episodes required to relearn a behavior after an environmental change 
for 10 independent runs (a sub-leader robot is initialized). 

 

 
Fig. 11. Numbers of episodes required to relearn a behavior after an environmental change 
for 10 independent runs (a follower robot is initialized). 
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(a) Standard BRL 

 
(b) Extended BRL 

Fig. 12. Learning history after a leader is initialized 

Fig. 15 shows examples of the stable behaviors acquired by the extended BRL, before and 
after Robot1 is initialized. Although an environmental change occurred for Robot2 and 
Robot3, the robots achieved a globally stable behavior similar to the behavior before 
initialization. The robots trooped right, left and right, and then reached the goal. By 
observing the rule parameters, we found that Robot1 learned to be another type of a leader 
and the other robots utilized some rules stored before initialization and the newly generated 
rules based on our extension. 
Although parameters that are more refined might provide better performance, parameter 
tuning is outside the scope of this study because BRL is designed for acquiring a reasonable 
behavior as quickly as possible, rather than the optimal behavior. In other words, the focal 
point of our MRS controller is not optimality but versatility. In fact, we obtain similar 
experimental results through experiments with an arm-type MRS, similar to that in (Svinin 
et al., 2000), by using the same parameter settings. 
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(a) Standard BRL 

 
(b) Extended BRL 

Fig. 13. Learning history after a sub-leader is initialized 

5. Conclusion 
We investigated an RL approach for the behavior acquisition of an autonomous MRS. Our 
proposed RL technique, BRL, has a mechanism for the autonomous segmentation of the 
continuous learning space, and it proves to be effective for an MRS through autonomous 
specialization. For improving the robustness of an MRS, we proposed an extension of BRL 
by adding a function to generate interpolated actions based on previously acquired rules.  
The results of the simulations and physical experiments demonstrated that the MRS with 
the extended BRL relearns behaviors faster than that with the standard BRL, after an 
environmental change.  
In the future, we plan to analyze the learning process in detail. We also plan to increase the 
number of sensors and adopt other expensive sensors such as an omnidirectional camera 
that will allow a robot to incorporate a variety of information, and thereby acquire more 
sophisticated cooperative behavior in more complex environments. 
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(a) Standard BRL 

 

 

 
 

(b) Extended BRL 

 

 

Fig. 14. Learning history after a follower is initialized 
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(a) Before Initializing Robot1 

 
(b) After Successful Relearning 

Fig. 15. Acquired Behavior by the Extended BRL 
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1. Introduction  
In Robotics a multi-robot approach is mandatory when the performance, robustness needed 
or functionality cannot be fulfil with only one robot. In this context, cooperation is a very 
important aspect to be taken into account because it allows that a set of autonomous robots 
to achieve the task by adding their skills and resources. A natural approach to accomplish a 
multi-robot task is by decomposing it into cooperative actions, each one executed by a group 
of the robots where every robot takes a well defined role. To have an intentional cooperation 
level working with a Multi-Robot System (MRS), explicit mechanisms and control 
architectures have to be defined. In order to analyse or design a multi-robot system, it can be 
viewed as a Multi-Agent System (MAS) composed of physical agents. Many aspects have 
influence in the design of these complex systems in robotics: task decomposition, task 
allocation, role assignment, inter-agent interference and competition, agent cooperation, 
coordination, conflict resolution, negotiation and inter-agent communication. 
Cooperation in the context of MAS has emerged to provide better use and performance of 
the agents and their capabilities. Following the approach proposed by Ferber (Ferber, 1999), 
cooperation can be seen as the conjunction of three components: 
Collaboration: it is centered in task allocation. In order to assign which agent has to 
accomplish a specialized task, interaction protocols can be used. These dialogues allow to 
take into account not only the capabilities of the agents, but also their availability. 
Coordination: it deals with the synchronization and planning issues. For this, it is necessary 
to determine at what time an agent should perform a task. The global team performance 
depends on providing good timing to each agent. 
Conflict Resolution: usually agents share resources in a concurrent way, which easily can 
produce conflicts and even dead locks; thus it is necessary to incorporate mechanisms to 
prevent, avoid or solve conflicts. 
Normally, these three components are obtained by the use of interaction protocols that 
define well structured dialogues between the cooperative agents. In just one sentence, 
cooperation is achieved by using collaboration, coordination and conflict resolution 
mechanisms supported by structured communications between agents. 
In order to achieve cooperation, different architectures and techniques have been proposed, 
as shown in section 2. In this chapter, the Multi-Resolution Cooperation Control (MRCC) 
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approach is presented, which proposes a control architecture for intentional cooperation 
distributing responsibilities on multiple levels by applying the multi-resolution principle. 
This principle implies a hierarchical decomposition of the MAS cooperative control, where 
each layer manages the decisions at different granularity and abstraction levels. The layers 
of decomposition are: the system level (the higher level) which determines the global 
strategy and affects the lower levels trying to cope with the team goals and to obtain a better 
global system performance. Then, the formation level, which aims to give structure to the 
team, defines zones and assigns structural roles. Next, the micro-social level creates agent 
societies charged of executing cooperative actions; each agent in a micro-society assumes 
one of the required cooperative roles. Finally, the agent level (the lower level) includes the 
individual control of agents acting to achieve role goals. The proposed control architecture is 
validated by means of a functional prototype developed to play robotic soccer. This 
experimental context is characterized by a high dynamic environment, with multiple 
situations and possible game actions where the robotic team cooperation and its 
performance are critical. 
This chapter is organized in three parts described as follows. In the first part, some of the 
most relevant previous works about control architectures in multi-robot systems is 
presented; on one hand, the idea is to show how different approaches consider and combine 
the aspects involved in the design of multi-robot systems, and on the other hand, to show 
their application to specific problems. The next part, which includes several sections, 
explains our approach of control architecture MRCC for intentional robotics cooperation, the 
micro-social level is analyzed in detail; it also introduces the principal considerations of the 
validation of the approach in the context of robotic soccer. The chapter ends with the 
presentation of some results focused in the cooperative action mechanism and a final 
discussion. 

2. Related work 
In this section, a selection of outstanding works, which propose control architectures in 
mobile robotics, is presented. These works highlight the main problems and considerations 
in the design and implementation of these architectures in order to accomplish cooperative 
tasks with a group of autonomous mobile robots. 
ACTRESS (acronym of ACTor-based Robot and Equipments Synthetic System) is a general 
architecture for robotics systems which are composed of multiple robots and other 
teams/components (Asama et al., 1989). Each element in the system is represented by means 
of the concept of robotor (robotic actor). A robotor has associated data, capabilities of 
processing, making decisions, movement, manipulation and message sending. A robotics 
system is composed of robotors with different structure and functionality which use a 
communication protocol in order to achieve the coordination among them. However, this 
work does not precise/define a mechanism for solving cooperative tasks. It presents 
experimental results of a system composed of two physical micromouses and one virtual 
micromouse executing an obstacle pushing task.  
Mataric presents a multi-robot architecture based on (basic) behaviors (Mataric, 1995). The 
author affirms that, for each domain/task, it is possible to find a minimal set of behaviors 
which are necessary for achieving its objective. The combination of these behaviors in a 
robot (with concurrent execution or by exclusive selection) allows to generate more complex 
behaviors. Each behavior has associated a small set of activation rules (in some cases, only 
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one rule). The collective behavior is the result of local interactions between robots when 
executing the basic behaviors in each robot. The main purpose is maximizing the synergy 
among multiple robots in order to achieve the objective of the task, minimizing the inter-
agent interference. For the task, it is used a set of 20 mobile robots equipped with infrared 
and touch sensors, with a broadcast communication mechanism, limited to a distance. The 
behavior-based architecture was tested experimentally, evaluating the flocking collective 
behavior by concurrent execution of the basic behaviors avoidance, aggregation and 
wandering. Independently, the foraging collective behavior was evaluating by selective 
execution based on the basic behaviors avoidance, dispersion, following, homing, 
wandering, grasping and dropping. 
ALLIANCE (Parker, 1998) is an architecture of distributed control and based on behaviors 
which supports fault tolerance, trusted and adaptable to small or medium team of 
heterogeneous robots (with uncertainty in their actions). The agents/robots have the 
capability of making decisions in an autonomous way according to the task to solving and 
the actions of the other robots. The architecture allows to solve missions composed of 
independent tasks in an adequate order in dynamic environments. Each agent has multiple 
sets of behaviors (competences), each set designed for solving a high level task. The 
activation of each set depends on the evaluation of a motivational behavior/model getting a 
positive numeric value. Whether this value is greater than a threshold value, the set of 
associated behaviors is activated. In this case, the rest of the sets of behaviors are inhibited. 
This evaluation is continually done in each robot and allows to adapt its behavior according 
to environmental changes, communication faults or fault(s) in any robot. The low level 
behaviours/abilities (e.g. collision avoidance) are always active. A robot periodically 
informs to the rest of robots, the task that it is solving/executing. The motivational 
behavior/model takes into account the sensorial information of the robot, the inter-robot 
communication, the inhibition of the other behaviors and the internal motivations. The 
internal motivations correspond to the impatience and to the acquiescence. The impatience 
allows a robot to deal with situations in which other robots fail. The acquiescence allows to 
deal with situations in which a robot decides to give up because it could not complete them 
in a determined time. In this way, a robot searches to participate in tasks where it could be 
more productive. The architecture does not provide an explicit coordination mechanism 
among the team members, in the case that it will be necessary. This architecture was tested 
experimentally in a hazardous waste cleanup mission with a team of 3 homogeneous robots, 
each robot equipped with infrared sensors, touch sensors and a gripper. For the mission, 
four independent tasks were identified: find-locations-methodical, find-locations-wander, 
move-spill(loc), and report-progress. In addition, the avoidance-obstacle is included as a low 
level behavior. There is a report of successful tests of the mission under different functioning 
conditions of the robots. 
Simmons et al. propose a multi-robot system (MRS) for tasks where, an heterogeneous robot 
team and a mechanism of explicit coordination among the robots, are necessary in order to 
achieve the objective (Simmons et al., 2001)(Hershberger et al., 2002). The proposal is based on 
a layered architecture belonging to each robot. This architecture is composed of: (a) a superior 
planning layer for achieving high level objectives; (b) an executive intermediate layer for 
synchronizing agents, tasks sequences and monitoring the execution; and (c) a behavioral layer 
which is connected/related with sensors and actuators. There are connections between the 
layers robot’s and also there are multi-robot connections. The architecture supports dynamic 
formations of the team. Each agent dynamically generates a task sub-tree. The decomposition 
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of a task between the MRS, the time restrictions and the sub-objectives restrictions in the MRS 
are defined by using the Task Description Language (TDL). Each agent executes its role by 
using its task tree. A foreman agent facilitates the execution of cooperative actions constituting 
the group of robots and assigning their roles. Once the roles have been assigned, the foreman 
agent monitors and coordinates the robot actions during a cooperative action by means of 
explicit communication. The architecture was experimentally tested in the execution of a large-
scale assembly, using 3 autonomous heterogeneous robots (a 6 DOF Robocrane, a roving eye 
and a 5 DOF mobile manipulator). 
CS Freiburg (Weigel et al., 2002) is a winner team of middle-size robot league (F2000) of 
Robocup in 1998, 2000 and 2001 and, third place in 1999. The player’s (local) perception is 
obtained by using a LRF Sick LMS200 sensor and a digital video camera. By using the LFR 
sensor information, each robot has the ability of auto-location in the play field. Additionally, 
filtering the information of the play field borders, it is possible to detect the other players in 
the LRF’s field of view. The camera allows to detect the ball. Each robot resends its location 
estimation, the detection of other players and the estimation of the ball to a central 
processing node. This node uses a sensorial fusion model in order to obtain an estimation of 
players’ location (distinguished by team) and of the ball (active elements). The team strategy 
is based on the concept of formation which defines positions of the robots in specific areas of 
the play field. The goalkeeper robot has a well-defined role. The three other robots have 
dynamic roles: a robot with the active role (related with a direct action on the ball), other has 
the strategic role (supports the defense) and the last one has the role of support (support to 
the defense or pass receiver). Each role additionally has a priority. The central node 
dynamically defines the formation and the roles assignment which communicates to the 
players. Each robot works in an autonomous way by using local information and 
information about the active elements (if it is available from the central node). The robot 
evaluates according to its role, the position most appropriated (preferred pose). Each robot 
does the path planning in order to achieve its appropriated position which is communicated 
to its team in order to avoid collisions. The solution of highest priority is the one of the 
active role. A player continually evaluates its estimation in order to carry out each possible 
role, taking into account its priority and communicates it to its team. In the case of possible 
conflicts for a role, there is a negotiation mechanism. Each player has an emergency strategy 
which assigns the preferred area in the play field, in case of the existence of communication 
problems; in this way, the team covers all the most important zones. 
Lima and Custódio propose an architecture composed of 3 types of behaviors available in a 
team of robots: (a) organizational behaviors related to the roles in a team, (b) relational 
behaviors which depend on the relations in a team, and (c) individual behaviors related to 
individual abilities (Lima & Custódio, 2005). A behavior is based on the concept of operator. 
An operator implements actions which produce an individual or team behavior. A team 
behavior implies the establishment of commitments among participant agents; this 
establishment implies a communication process among the operators applied among the 
participant agents. The architecture considers 3 levels: (1) Organization team level where a 
strategy is defined for the team and its objective. A strategy consists in activating a subset of 
behaviors for each agent according its role. (2) Task coordination level where the sequence 
of appropriated behaviors is selected for executing the strategy and accomplishing the team 
objective. This level is in charge of the coordination of individual and team behaviors. The 
coordination uses mechanisms of event detection, validation of commitments and 
synchronization messages among the participants. (3) Behavior execution level where the 
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basic/primitive functions are executed, taking into account the sensors and the actuators of 
each agent/robot. The implementation of a behavior is based on a finite state automaton, 
which is executed in one or multiple robots. An implementation of this architecture was 
done for robotic soccer where the pass is used as a team behavior. However, this 
architecture has limitations in tasks with strong coordination (coupling) among participants 
(e.g. team formations).  
ETHNOS (acronym of Expert Tribe in a Hybrid Network Operating System) is a framework 
which allows to design distributed robotic applications (Sgorbissa, 2006). ETHNOS is 
composed of a set of services and characteristics that suit some tasks of mobile robotics: a 
distributed real-time operating system, a dedicated network communication protocol 
designed for both single robot and multi-robot systems; an object oriented Application 
Programming Interface (API) based on the C++ language. The control in ETHNOS is based 
on the concept of concurrent agents and experts in specific activities. These agents are 
process with real time restrictions and with priorities which can be distributed in a 
computer network. ETHNOS allows to execute these agents/robots with different 
conceptual solutions but they can integrate explicit communication and coordination 
capabilities, necessary in a multi-robot system. In the case of robotic soccer, the coordination 
in ETHNOS is based on the formation concept which has associated a set of roles, a role for 
each robot player which includes its activities/responsibilities and its position in the play 
field. The assignment of roles is dynamic according to the actual situation and the 
capabilities of each robot. This framework was tested by the Azzurra Robot Team composed 
of 5 different robot models, each one with its own control logics. This team won the second 
place in the middle-size robot league of Robocup (1999). 
An architecture based on behaviors is the one proposed for a Multi-Robot System (MRS) in 
dynamic and unknown scenarios (Quiñonez et al., 2009). The behaviors are defined for a 
pursuit-evasion (surveillance) task between two robot teams. According to its objective, each 
team has associated a set of behaviors. These behaviors are represented in a state machine 
automaton. The autonomy and the decision making process of each robot are based on this 
automaton. The behaviors for each team are of two types: Navigation Behaviors (defining 
the movement possibilities) which consist of behaviors: searching robot, avoiding obstacle, 
unblocking, following robot and avoiding robot. The second type is the Communication 
Behaviors (by using an indirect mechanism based on traces/marks left by the “evaders”) 
defined by the behaviors: releasing puck, following puck and avoiding puck. Each behavior 
is modeled by an artificial neural network and implemented by using evolutionary 
algorithms. There are some test results in simulation with 3 pursuers and 1 evader. 
De la Rosa and Jimenez evaluate four multi-robots architectures based on behaviors with 
different levels of knowledge, coordination and organization of the robots (De la Rosa & 
Jimenez, 2009). Each of the architectures has a central process with information of the robots 
and of the scenario map. The relation of its behaviors is defined with a finite-state 
automaton which receives sensorial and central process information. A task of garbage 
collector is used in a scenario with obstacles, using 3 robots, each one equipped with 14 
infrared sensors and a communication mechanism with the central process. The available 
behaviors in the robots are: search-garbage, recognize-detected-object (obstacle, garbage 
object or robot), avoid-obstacle and put-garbage-object. In the simplest architecture, each 
robot has the same logic of behaviors but does not know the existence of the others. The 
cooperative behavior is emergent. The central process is executed in order to carry each 
garbage found at the collecting site. In the second architecture, each robot has a different 
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logic of behaviors and keeps the function of the central process. In the third architecture, the 
robot logic with the best results with regard to the previous architecture is reused in each 
robot. The robots report their location to the central process and ask for the location of the 
other robots. This solution improves the task performance and minimizes the inter-robot 
interferences. In the last architecture, the logic of the robot is maintained with regard to the 
previous architecture. The central process uses a regular grid of the scenario map for 
registering the visit frequency of each cell. If there is not new found garbage during a time 
period, the central process guides the robots to the cells with minor visit frequency (i.e. with 
a high probability of finding garbage). Each of the architectures was tested in simulation for 
knowing its performance and obtaining a comparison between the architectures. However, 
the architectures do not provide an explicit cooperation mechanism. 
As a summary of precedent works, the Table 1 shows a comparative analysis between some 
important concepts related to the multi-robot systems. The table includes the MRCC 
approach presented in this chapter. 
 

 Layered 
Archit. 

Coordina-
tion 

Mechanism

Inter-robot 
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Type of 
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Concept 
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Based 
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Mechanism 

(Asama et 
al., 1989)    Distributed     

(Mataric, 
1995)    Distributed     
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(Simmons 
et al., 2001)    
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/ 
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(Weigel et 
al., 2002)    Centralized     

(Lima & 
Custódio, 

2005) 
   Centralized     

(Sgorbissa, 
2006)    Distributed     

(Quiñonez 
et al., 2009)    Distributed     

(De la Rosa 
& Jimenez, 

2009) 
   

Distributed 
/ 

Centralized
    

MRCC 
(Gonzalez 
et al., 2010) 

   Distributed     

Table 1. Comparative analysis between related precedent works. 

3. MRCC conceptual model 
This section is focused on the application of the Multi-Resolution paradigm in the context of 
cooperative agents and robots. The conceptual model of Multi-Resolution Cooperation 
Control (MRCC) proposes that the cooperation control architecture be formed by a 
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hierarchy of layers, each one dealing with goals of different level of abstraction. For the case 
of robotic soccer, the MRCC composed by 4 layers appears as a complete solution; in this 
section this specific model is explained; so far in the chapter, it will be shown how it is used 
in the context of cooperative soccer robots. 

3.1 Resolution paradigm 
One of the most interesting multi-resolution models was proposed by Meystel & Bathija in 
the context of path planning for mobile robots (Meystel & Bathija, 2002). In order to get to a 
goal point, a robot must evaluate a great number of possibilities when trying to choose the 
appropriate atomic movement action to execute; at this decision level the resulting search tree 
can be enormous. Besides, because of the information volume, the set of data obtained from 
the environment and the incertitude involved in its interpretation, a long term plan is almost 
impossible to follow without adjusting it; each a modification of the plan is required, a new 
complex planning procedure should be executed. Due these reasons, Meystel & Bathija 
proposed a hierarchical model that decomposed the problem space in different resolution 
layers in a recursive way. At higher levels a coarse grain is used, thus making the search tree  
smaller; the planning task becomes faster and produces a short path including the main 
milestones that the robot must traverse in order to get to the goal position.  Once the coarse 
grain path has been determined, each step of this path is analyzed using a finer grain 
resolution; a new planning procedure is executed only in the area restricted by the precedent 
planning resolution level. In consequence, the low level search task is reduced; only the area 
defined by higher levels must be considered. In the lower level, the planning task is applied to 
the atomic movement action decision; however this task only considers the areas restricted 
by all the higher levels. Each layer acts as a parametric and limiting body for the next lower 
layer, in such a way, the problem passing each of the layers decreases its complexity. In 
conclusion, thanks to the use of resolution models a more efficient path planning execution is 
obtained. Moreover, the planning at low levels can wait until it is really required; thus, re-
planning can be done at the adequate resolution level and in the right moment. 

3.2 Resolution applied to agent cooperation 
The MRCC aims to apply the paradigm of decomposing in resolution levels the control a set 
of robots performing a complex task. From a structural point of view, this problem has the 
same nature as path planning. At each moment, the control system selects the next action 
that each one of the robots must execute in order to achieve the goals of the team. At the low 
level, the search tree is too big; there are too many possible alternatives, not only for the 
variety of available actions, but also for the possible orders of concurrent execution of these 
actions. 
MRCC use the multi-resolution paradigm by performing a goal based decomposition of the 
control system into layers. The higher layers are responsible for the general team’s goals, 
while lower ones take into account more specific goals that usually involve a reduced 
number of agents. In the general model, the highest layer takes decisions analyzing the 
system as a whole; the lowest layer control each individual agent in order to comply  
with the goals and responsibilities of a specific role. The intermediate layers, restricted by 
higher ones, determine the roles that should be assigned to agents. Figure 1 illustrates this 
model. 
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Fig. 1. General MRCC Model. 

In other words, the concept of multi-resolution implies that a problem can be decomposed 
in different resolution layers without any restriction over the exact number of layers. In fact, 
the problem must be decomposed into as many layers as considered necessary, until 
reaching the desired atomic action decision level. MRCC being a result of the integration of 
cooperation control and multi-resolution gives the possibility to decompose the system into 
so many layers as wanted. 
In general, there can be as many layers as desired. In practice, the system should have at 
least 3 layers; at least one intermediate must be present working as a bridge between the 
general goals and the individual ones. The relations inside the model refer to the 
connections and influences that exist between layers. The definition of parametric relation 
appears when a higher layer determines the guidelines that influences and restricts the way 
a lower layer takes decisions, so only a higher layer can do a parametric action over a lower 
layer. In the other side, the definition of feedback relation allows a lower layer to return 
information about the results obtained; this feedback can be used for the higher layer to 
make adjustments to its way of working. In a simple approach this relations can be 
established only by consecutive layers; however, in a more general approach, the parametric 
influences can be obtained from any of the higher layers, and the feedback information from 
any of the lower layers. 

3.3 MRCC 4 layers 
The first 3-layers MRCC proposed model includes the system, micro-social and agent layers. 
The intermediate micro-social layer aims to control the execution of cooperative actions 
between a reduced number of robots; at the agent level, robots assume cooperative roles 
assigned by the micro-social layer. This approach is suitable for robot teams where 
structuring the deployment of team members in the work space is not mandatory. 
Afterward, a 4-layers MRCC model has been designed (Fig. 2), which tries to resolve the 
problems that were found in the precedent model. The first problem is the lack of overall 
structure of the MAS; the second one is that the agents don’t get the robots to meet the 
required preconditions to start a cooperative action as often as desired. The function of the 
additional formation layer is to manage in a dynamic way structural roles associated to 
spatial regions. In order to solve the first problem, the control of team structure is 
incorporated into the system by raising negotiations between software agents, which 
represent spatial regions. Each region will control a reduced set of robots by assigning 
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structural roles to them. If the goals linked to these roles are designated to make the robots 
achieve the preconditions of the cooperative actions, the second problem would be also 
solved. 
Therefore, by including a formation layer between the micro-social and the system layers 
improves the detection of cooperation opportunities, and allows having a more detailed 
decomposition of the goals of the system. In this way, the resources are used in a more 
efficient way and the achievement of the team goals is assured to be more suitable. 
Moreover, the inclusion of this layer in the system, allows the use of the model in other 
application contexts. The control of more complex cooperative systems is now possible. 
 
 

 
 

Fig. 2. The 4-layers MRCC Model. 

A more precise description of each one of the layers in figure 2 is as follows: 
System Layer: it is responsible for the decisions of the highest degree of abstraction 
(Gonzalez et al., 2007), where the global team goals are considered. It sends parametric 
influences to the lower layers; it is responsible for the general composition and the structure 
of the spatial regions of the formation level; it can also give more preference to some 
cooperative actions depending on the state of the team in relation to its goals. This layer can 
be seen as the coach of the team that takes strategic decisions. 
Formation Layer: it manages a set of spatial regions in which actions take place; for each 
region a software agent aims to achieve a set of local goals. Robots can be assigned 
dynamically by a negotiation mechanism between regions as the goals of a region are not 
fulfilled. Inside a region, robots assume structural roles, which determine restrictions in the 
movement of a robot and also individual goals to accomplish. A structural role can be seen 
as a default role, assigned only when there are no opportunities to participate in a 
cooperative action. 
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Micro-social Layer: it is charged of the detection of opportunities to execute cooperative 
actions. Each robot includes a component that constantly monitors if the preconditions of 
any of the available cooperative actions are true. As an opportunity is detected, a 
negotiation protocol takes place between the concerned robots. If the negotiation succeeds, 
the action is executed by assigning cooperative roles to them. 
Agent Layer: At this layer all the decisions taken at the formation and micro-social layers are 
transformed in actions performed by each individual agent according to the context and role 
assigned. Thus, each cooperative action of micro-social layer is carried out according to a 
number of roles that are assumed by an actor in a space of time. The appropriate role for an 
agent not only depends on the possibilities, the location and role it has assumed within the 
system (structuring), but also depends on the characteristics and abilities of the robot.  If an 
agent is not involved in the execution of a cooperative action, its actions are guided by the 
structural role assigned by the formation level. 
The concept of role is essential in the context of the MRCC. As explained by (Ch’ng & 
Padgham, 1998), a role can be defined as the set of responsibilities related to an agent, 
towards the objectives of the system. Moreover, according to what is mentioned in 
(Gonzalez et al., 2007), a role is a set of goals, skills and resources that enable an agent to 
perform specific tasks within the framework of collaborative action. Then, a role can be 
defined within the model as a set of elements (type of agent, responsibilities, skills, context 
and resources), assigned to an agent which allow to meet one or more individual goals 
aimed at supporting the objectives of the system. In the 4-layers model, there are 2 different 
kind of roles within the system, each associated with a specific aspect of the model, among 
them are:  
Structural Role: According to Kendal defined in (Kendall, 1998) and (Kendall, 2000), and 
over the formation level, a structuring role is a set of defined characteristics to meet specific 
needs within a system. Among these needs are also found the interaction and fulfillment of 
responsibilities in the case of the formations level, compliance responsibilities in a spatial 
region.  
Cooperative Role: The cooperative role is defined as the set of guidelines to be assigned to the 
agent to accomplish with part of the goals involved in the achievement of a cooperative action. 

4. Dynamics of micro-societies 
For the resolution and fulfillment of goals, it is possible to perform different actions on an 
individual basis, but depending on the context and situation, there may be events which 
need to be answered by one or more agents, in these situations the concept of cooperation is 
evident. In the MRCC model, the central mechanism to take advantage of these 
opportunities is the cooperative action execution control. In this section, a more detailed 
presentation of the procedure used in the micro-social level to manage cooperative actions is 
presented. 

4.1 Cooperative actions 
Cooperation in the context of multi-robot systems, and specifically when the multi-agent 
approach is used, refers to the interaction between players, performance improvement by 
making efficient use of team agent skills, and available resources (Weiss, 1999). This concept 
arises from the need to make a better use of the agents in a MAS and its features for both 
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work together to meet their individual goals. In situations where cooperation occurs, each of 
the agents involved must perform a set of actions to be completed within a certain time. In 
other words, the actions must be conducted concurrently in order to reach the goals 
(Gonzalez et al., 2007). The construction of a cooperative action model is quite complex, and 
can become a really difficult scenario when put in a changing and dynamic environment; at 
each moment, the general context can change and the system as whole must react and make 
decisions. In such scenario, agents must perform actions, cooperate and share resources in a 
very dynamic and opportunistic fashion, what makes the problem too complex to be solved 
in an understandable, simple and effective way. 
In the MRCC approach, the proposed solution is to decompose the problem in different 
perspectives or levels of resolution. In this way, the overall goals of the primary objective is 
handled at higher levels of abstraction, and a more specific level will be solved more 
detailed aspects of the problem. As seen in the precedent section, the micro-social layer 
plays an essential role to connect the decisions of the system level with the individual agent. 
In this connection, the central component is the cooperative action execution mechanism.  

4.1.1 Cooperative action’s components 
A cooperative action aims to fulfill a particular goal by a reduced group of agents by 
detecting when a cooperation opportunity is present. Once an opportunity is detected, a 
cooperative strategy is applied, which involves specialized negotiation mechanisms and also 
action preemption control. In general, a cooperative action includes the following 
components: 
Opportunity Detection: this mechanism is responsible for assessing whether there are 
conditions necessary for a cooperative action, either taking into account all possible agents 
involved or only those who are considered as actors of the cooperative action.  
Synchronization protocol: This mechanism allows control of the negotiations that occur before 
the beginning of the execution of the cooperative action. It can be done in one direction or 
two directions, by, sending the request and response or simply by sending request and 
confidence in the acceptance and timing of the agents. It is possible to use more complex 
protocols as the 2PC (two phase commit protocol) proposed in the context of concurrent 
transactions.  
Expropriation: This mechanism evaluates whether the actual action that an agent is 
performed should be preempted by another more promising cooperative action. There can 
be different ways of measure how promising an action is, and also different algorithms to 
make the expropriation decision.  
Monitoring: It is the mechanism necessary for every agent to follow the evolution of action in 
relation with the changes in the environment, in order to detect the moment of completion 
of the action, whatever the outcome. The action must end properly in case of failure, but also 
when it succeeds. 
Rating: it is a qualifier mechanism by which measures the performance of the 
implementation of the cooperative action. Its use is usually related to learning tasks and 
providing feedback to higher levels. 

4.1.2 Phases of a cooperative action 
A cooperative action requires an interaction that takes place between the involved parties to 
define the roles to be assumed for each on during its execution. Consequently, a cooperative 
action required to comply with certain steps that are presented below:  
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1. Opportunity detection to execute a cooperative action, comparing the current situation 
(context) with a state of ideal conditions required; in other words, a measure of the 
matching between the action preconditions and the actual environment is calculated. If 
the matching is high enough, the layer will try to establish a micro-society 

2. Creation of a micro-society, through a negotiation protocol where agents are invited 
candidates to participate. The agent that has detected the opportunity send an 
invitation to the other agents that are candidates to have the roles associated to the 
cooperative action. While analyzing the invitation, action preemption can occur. 

3. Once the micro-society has been created, the execution of the cooperative action is 
accomplished as each agent carries out its goals according to the role assigned in the 
context of the micro-society. 

4. When an agent terminates its participation in a cooperative action, it must exit. Not all 
the agents should remain in the micro-society until the end of the action; if an agent has 
fulfilled the goals associated to his role, it is free to do other actions. 

5. Completion of cooperative action as a whole when the action goal is met or when it is 
not possible to complete it. Thus, agents has to monitor the evolution of the action 
execution in order to detect any of possible end conditions. Once an end condition is 
reached, an end action protocol is performed between the agents that still participate in 
the micro-society. 

6. Assessment results of the execution of the cooperative action are calculated that can be 
used for learning or feedback purposes. 

Notice that these steps are performed in a distributed, concurrent and dynamic way, there is 
not a unique coordinator of the execution of an action. In fact, all agents must include 
components that work permanently to detect opportunities, reply to invitations, assume 
assigned cooperative roles and monitor action execution. This distributed approach is very 
well suited for multi-robot applications, where each cooperative agent is embodied in a robot. 
These series of steps are carried out to define the beginning and end of a cooperative action. 
The way they are carried out cooperative actions is generally regulated by a higher level, 
which gives preference parameters and values to respond to the detected opportunities. In 
particular, these preferences are taken into account while applying the action preemption 
strategy. 

4.2 Cooperative strategies 
There are different negotiation protocols and preemption politics that can be used while 
following the different steps involved in the execution of a cooperative action. Therefore, 
there can be a great variety of mechanisms to create and end micro societies; a particular 
instance of such mechanism is called a “cooperation strategy”. The team situation in relation 
to its goals and the environment are characteristics that should be taken into consideration 
when choosing or designing cooperation strategies. In brief, a cooperative strategy 
incorporates the management of the mechanisms required in the execution of a cooperative 
action. In order to have a clear conception of what a cooperative strategy is, three different 
ones are introduced in this section. 

4.2.1 BCA – Bind-based Cooperative Actions 
This strategy is inspired from the human relationships that lead to work as a team. The idea 
is that the partnerships between agents are built through the analysis of the previous results 
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obtained when trying to carry out a cooperative action. An action can end either by a failure 
or by success, and then strengthening or weakening the cooperation binds between the 
involved agents. 
In the BCA strategy (Perez, 2008), the negotiation protocol is very simple, only the invitation 
message is sent from the agent that has detected the opportunity to the other candidates to 
participate. If the communication channel is not reliable, a reply message can be included in 
the protocol; the purpose of this second message is only to acknowledge the reception of the 
invitation, but not to inform if the invited agent would participate in the micro-society. The 
action preemption politic is based on an elitist approach. The “probability of success” of all 
possible actions is calculated, and then the action with the higher probability is selected. In 
order to make this calculation, not only the information available in the invited agent is taken 
into account, but also the information sent in the invitation. In this way, the preemption 
mechanism uses the perspective of both agents in relation with the candidate action. 
This simple protocol is based in an optimistic approach; the agent that sends the invitation 
hopefully waits that the other agents will get into the cooperative action. The fact receiving 
an invitation makes an agent aware of an opportunity, provides information about the 
possible action and leads him to participate in the micro-society; however the agent is not 
forced to get in the action. A possible scenario occurs when the initiator agent starts acting 
applying its role, but other agents don’t. In this case, the evolution of the action can derive in 
two alternatives. In the first,  the individual actions of performed by the initiator agent lead 
to a situation that seen from the other agents make them obtain a better value for evaluation 
of the action, which finally makes them participate.  The other alternative is that the initiator 
agent perceives that the calculated probability of success goes down, leading to the 
preemption of the action. In both cases, the system continues without any problem. 

4.2.2 CCS - Commit Cooperation Strategy 
The BCA strategy is fast and simple, but has two problems related to the commitment. First, 
the agents do not have commitment with the micro-societies; thus, agents can start to 
execute actions that don’t contribute to real cooperative action, if not all the required agents 
participate the goals are not fulfilled. In the other hand, there is a lack of persistency in the 
execution of an action; if there are two or more actions that have a similar score in the 
probability of success, the agent can easily switch between them. It would be better if the 
agent try to stay longer doing the same action, having more commitment with the action 
that is currently executed. 
The CCS strategy (Gonzalez et al., 2006) aims to solve these two problems. The protocol 
used is a 2PC (two-phase commit), as the one that is usually used in distributed transaction 
systems. This protocol produces a dialog that includes four messages between the initiator 
agent and each one of the invited agents. If the 2PC protocol succeeds, all agents have 
confirmed their participation, and also all know that the others have agreed. Thus, it is 
assured that all are going to assume the proposed role and start acting accordingly. 
Additionally, the action preemption politic gives more importance to the cooperative action 
that is currently executed. A threshold based mechanism is used to implement this politic. 

4.2.3 CCNet - Cooperation Contract Net 
The CCS strategy (Pachon & Ariza, 2007) solved the problems detected in the BCA one. 
However, the requirements to establish a micro-society are too high. Thus, it becomes 
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harder to start cooperative actions; before starting, everything has to be almost perfect. As a 
result, when an action starts will probably lead to a success. Nevertheless, the problem is too 
few actions are initiated. 
The CCNet strategy aims to obtain a balance between the former alternatives. In the 
negotiation step, the traditional and well known “contract net” protocol is used. As an agent 
receives an invitation, it evaluates a profit/cost function. It measures the profit obtained if 
the proposed action is selected and compares it against the cost of the preemption of the 
current action. All the invited agents send their values, and then the initiator agent makes a 
global evaluation. If this evaluation is good enough, the agent inform the others that the 
action will be executed; finally, the agents perform the as assigned role. 

5. Validation model 
The MRCC model is being validated through a practical implementation allowing setting up 
different experimental environments and protocols. In this section, the considerations to 
take into account in order to implement cooperative actions under the MRCC model are 
presented. Additionally, an introduction about how this model is being tested in the robot 
soccer domain is also included. 

5.1 Elements of MRCC cooperative actions 
In the precedent section the main concepts related to the execution of a cooperative action 
were introduced. The general internal architecture that is used to implement MRCC based 
agents was described in a precedent paper (Gonzalez et al., 2007). In this section, the key 
elements of this architecture that allow implementing in practice a cooperative action are 
explained. 
Matching: It measures the similarity between the ideal and the current situations. A 
situation is defined from factors that should be considered in the cooperative action, such as 
object/agent positions, lengths, angles, etc. 
Mapping: it makes all the decisions and calculations concerning the necessary actions that 
should be accomplished in order to reach the goal associated to a specific role. 
Parameters: These are a set of input values that allow to specify the characteristics of 
matching and mapping functions. Thus, these parameters allow reusing the code of a 
cooperative action to achieve different goals. 
Role: In practice a role is composed of mapping and matching functions and their 
parameters. The conjunction of these elements is used by the opportunistic detection 
mechanism and the decision component associated to a role (cooperative or structural). 
Cooperative action: It aims to define the sets of roles that must participate to accomplish an 
action involved several agents; the role’s matching is used to calculate if the cooperative 
action is suitable for the current situation or not. 
Based on the above definitions, the process to create of a new cooperative action includes 
the following steps: 
• To define the system’s goal, so all the cooperative actions that will be defined in the 

system has to contribute to reach this goal. 
• To define the action’s objective which has to be aligned with the system’s goal.  
• To define all the roles needed in the action, as well as their matching and mapping 

functions. 
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• To identify how to calculate the cooperative action’s matching, using the matching of 
each of its associated roles. 

• To try, if possible, to reuse precedent roles, matching and mapping functions that 
already exist. 

5.2 Study case: robotic soccer 
Soccer is one of the most popular sports around the world; currently the FIFA has 208 
members around the world (FIFA, 2010). Due to this popularity, intrinsic cooperation and 
dynamism of this sport did that different researchers get together and they created events 
where robotic soccer tournaments take place: Federation of International Robot-soccer 
Association (FIRA, 2010) and Robot World Cup Initiative (RoboCup, 2010).  Each one of 
these events has its own rules and categories. 
Despite the difference among categories, a team wishing to participate in any category, not 
only has to deal with the physical constrains of the category, but also with the inherent 
soccer problems as: 
Limited communication: The existent communication systems are not reliable, due to some 
information could be lost when the transmission is occurring. Also the bandwidth of the 
channel is constraint by the technology, making that a message has to be cut in packets.  
Best action vs. Time to find it: Often find the best action make necessary analyze all the 
possible actions and their consequence. However, this analysis requires time, but the soccer 
dynamism makes impossible to spend a lot of time to make a decision; for example, an 
action could be feasible in a certain  moment but not later.   
Limited resources: Two of the most important resources in soccer are the ball and the 
physical space. Robots occupy physical space, making sometimes impossible that a robot 
could receive the ball in an estimated position; especially when there are antagonist robots. 
Cooperation: The speed that can reach the ball is always greater than the speed that any 
player could reach during the match. So, the team that takes advantage of this is the team 
that has most opportunity to win. This characteristic makes necessary to organize and 
coordinate the players. 

5.3 Robot soccer examples 
The success or failure of a robotic soccer team depends on the effectiveness and the 
appropriate number of cooperative actions that the system could perform according to the 
current match situation. The general goal of a robot soccer team is to win the game, which 
can be decomposed into two second level goals: score goals and avoid opponent goals. 
Therefore, it is important to create cooperative actions for both attacking and defending 
situations. 

5.3.1 Building block  
The goal of this cooperative action is to organize the robots in order to improve the team’s 
defense. This is the base of other cooperative actions, because just changing the mapping 
and/or matching parameters, it is possible to obtain a variety of cooperative actions. In this 
action, the neighborhood defines the area where the agents will be taken into account to build 
the block; and the figure defines the geometric figure that the agents will be tried to form. 
This neighborhood is defined as a geometric figure, such as circle, rectangle, etc. The 
following concepts are used in this action: 
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Cardinality: the number of the agents that will be considered for the figure. If the number of 
the agents inside the neighborhood is less of this number, this action is not considered by 
the system. On the other hand, if the number is more than the cardinal number, this action 
will be penalized. 
Triangular block is an example of this action, with the following characteristics(Fig. 3): 
Neighborhood: the area where candidate agents are detected is rectangular. 
Figure: the shape of the block formed by the agents is triangular. 
Cardinality: requires 3 agents. 
Number of roles: 3 instances of only one role is used, it knows how to go to the assigned point 
of the figure. 
Mapping parameter: only one parameter is needed representing the ideal designed position 
for the roles, which can dynamically be changed by the system. 
Role mapping: It aims to reach the point defined in the mapping parameter. 
Role matching: The ideal situation is that each agent is over the desired position but not all 
the times happen this. Thus the Gaussian function is used to calculate the probability that an 
agent go to the desire position. The input for this function is the current position of the agent 
and the expected value of the Gaussian function is the ideal position where the agent is 
supposed to go, the variance is established by the programmer. 
Matching parameters: These parameters are agent’s positions P1, P2 and P3, the neighborhood 
area, the cardinality, the expected value and the variance. 
Action matching: Initially, an agent calculates the probability to be in the desired position P1 
(figure 3); if the probability is higher than a threshold then the agent gets all the teammates 
being in the neighborhood and estimates which agent is the best for each position. Once the 
best agents are established, then all probabilities are averaged to consolidate one action 
success probability. 
 
 

 
Fig. 3. Triangular block action. The point P1 is given in global coordinates, while points P2, 
P3, and the neighborhood are given as vectors from P1. A1, A2 and A3 are agents. a) The 
rectangular neighborhood definition, distances have not been equals. b) The points of the 
block which do no have to be in the neighborhood.  

In the figure 3, it could be seen the concepts and definitions used for this action. Figure 4 
shows the simulated results obtained for this action. It could be possible to change the role’s 
mapping to obtain a block that follows the ball position, as in figure 5, where the idea is to 
take away from the ball but trying to maintain the triangular formation. 
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Fig. 4. Triangular block example. The blue spheres represent the robots, and the green area 
represents their vision area. a) The initial position of robots, b) how robots try to go to their 
position, and c) the final position.  

  
Fig. 5. Triangular block variation. The robots try to get as much distance as they can from 
the ball but trying to maintain the triangle. a) The initial position, b) forming the triangle, 
and c) the agents maintain the figure but they are taking away from the ball. 

5.3.2 Pass 
This action is one of the main plays to attack the opponent. It takes advantage of the velocity 
that the ball can reach when is kicked out by a player. The goal of this action is to send the 
ball to a teammate which is better positioned in order to score. This action has the following 
characteristics: 
Number of roles: two roles are needed: passer and receiver. 
Passer mapping parameter: It is the point where the player has to shoot the ball. 
Passer role mapping: It calculates the point where the player has to kick the ball from the 
desired position. 
Passer role matching: The ideal situation is that the agent is the closest teammate to the ball. If 
it is not the closest, it is not considered as a passer. The time needed for the closest opponent 
to the ball decreases the probability of the agent to be a passer. Additionally, this takes into 
account the angle that the agent has respect the opponent’s goal (Fig. 6). 
Receiver mapping parameter: It is the point where the player has to receive the ball. 
Receiver role mapping: It tries to go to the point defined in the mapping parameter. 
Receiver role matching: The ideal situation that all the opponents are not near to the ball 
trajectory, the receiver agent is close to the opponent’s goal and the ball’s trajectory is not 



 Multi-Robot Systems, Trends and Development 

 

508 

too large. Also, this function calculates the point where the agent has to receive the ball, as 
shown in figure 7. 
Matching parameters: It is the distance from the receiver to the point and the parameters for 
the functions used in all matching.  
Action matching: Initially, the agent calculates the probability to be a passer, if the probability 
is higher than a threshold then the agent get all the teammates and try to find which the best 
agent to receive the pass. Once the best agent is established, then all probabilities are 
averaged to consolidate one probability of success. 
 

 
Fig. 6. Variables considered for passer role matching. a) Distance of all the agents to the ball. 
TA agents are teammates and OA agents are opponents. b) Orientation of the ball respect to 
the agent. If the agent is between the opponent’s goal and the ball, the probability decreases. 

 

 
Fig. 7. Variables considered for a receiver agent. a) Calculation of the receiver point (RP) from 
the receiver’s position to shoot the ball in direction of the point of interest (POI). DRP is the 
distance from the ball to RP and DG is the distance from the agent to the opponent’s goal line. 
The probability to be a receiver is inversely proportional to the longer distance DG and DRP. 
b) Region to evaluate opponents near the ball’s trajectory and their respective distance. 
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6. Simulation results 
Below are shown two cases where MRCC was used as a cooperation control model. Over 
this model was implemented Commit bases Cooperation Strategy (CCS) (Gonzalez et al., 
2006), Cooperative Contract NET (CCNET) (Pachon & Ariza, 2007), and Bind based 
Cooperative Actions (BCA) (Perez, 2008) as cooperation strategies. The two examples used 
to test MRCC were the Hunters–Prey problem and the robotic soccer. 

6.1 Hunter-Prey problem 
The hunters-Prey problem and the Robocup simulations were made using MRCC. A 
multirobot simulator has been built, where the agent control is implemented using the BESA 
agent framework (Gonzalez et al., 2003). The required mechanism to simulate the capture of 
preys has been added. The MRCC was used to manage the access to the physical world 
from the agents’ brains, and also to facilitate the communication among them. Figure 8 
shows a view of the simulator where agent systems are implemented and tested. Agents can 
be configured to have a limited field of view, which is represented by a triangle. Some 
simulation results were obtained after resolving this problem under different conditions (80 
worlds of 12, 16, and 20 agents). 
 

 
Fig. 8. Hunter-Prey simulation using MRCC. 

The threshold to obtain the results was the time spent by the hunters to capture their prey. 
After analyzing the experimental results, it can be noticed that the number of built societies 
is greater when the number of hunters is superior to the number of the preys. In addition, 
when the number of agents increases, the number of micro-societies also increases 
proportionally. Also it was possible to observe that the success of the micro-societies is not 
related to the proportion between preys and hunters; but related to the number of 
conformed micro-societies, approaching the 50 percent of effectiveness. 
The experiments have been run using the CCS approach (Gonzalez et al., 2006), and have 
been compared against an egoistic strategy, where hunters try to continuously persecute 
preys. The results show an increase in the performance when using the cooperative 
approach proposed by CCS. When analyzing the way micro-societies evolve, it was 
observed that the cooperative actions that involve more agents are very hard to achieve. In 
fact, the requirements imposed by the hard engagement of CSS are not easy to attain when 
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several agents are involved. However, it was observed that when a micro-society is 
established, there is a good probability of succeeding. 

6.2 Robot soccer simulation 
Pachon & Ariza show the results of the comparisons between CCS and Cooperative 
Contract NET (CCNET) as a strategy to create micro-societies using the MRCC model in 
order to organize robots that play soccer (Pachon & Ariza, 2007). Soccer simulations were 
made dividing a soccer field in sections and creating 4 different scenarios using CCS and 
CCNET (Fig 9). 
 

 
Fig. 9. Definition of micro-societies using CCS and CCNET applied to robotics soccer. 

There was a greater attempt to set up micro-societies in CCNET. However, CCS was more 
effective in creating and implementing them. This allows the conclusion that CCS has higher 
rate to establish cooperation, but for robotic soccer CCNET is a better option to finish a 
cooperative action, which is a positive feature. Having a higher rate of dissolution of 
cooperative actions is desirable in a context of robot soccer, because the robots will have a 
faster response to change actions and/or roles in an environment where the scenarios 
change in a fast way. 
About matching, both approaches, CCS and CCNET, had a similar response; the mean in 
both situations was similar. This can be explained because both approaches were calculating 
matching over geometrical calculi. 
CCNet showed a higher goal rate due the adaptability this approach has to changes. 
The cooperative action that was chosen most of the time by the agents was shooting to goal, 
due to the scenarios favored this move instead of passing the ball. 
Due to some restrictions in the “view cone” of the agents, they had to choose to realize 
single-agent actions most of the time, because they were not able to see other team mates. 
And the actions that prevailed in this situation were defensive actions. 
(Perez, 2008) uses the cooperation Strategy BCA (Bind Based Cooperative Actions) over 
MRCC to select cooperative actions. In this case the cooperative actions selected were 6 
different types of soccer moves such as attacking, defending blocking, etc. The results of this 
approach consisted in proving how a group of agents can bind to and specific cooperative 
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action due a preference factor, which is decided by the cooperative agents. Also a matching 
function works in this strategy that initiates cooperative actions. These actions are started 
only if a group of agents and the environment fill up the requirements to start such 
cooperative actions. Finally, the approaches CCS and BCA were tested and approach with 
machine learning. 

7. Final discussion 
Nowadays, a general trend is to use robots for more complex tasks. However, as complexity 
increases it is not viable to get the task done using a single robot. Even if we were able to 
build such a complex robot, there are situations where the use of several robots is 
mandatory. In fact, it is not viable to incorporate all the abilities and resources required for a 
complex task into a single robot. A better approach is to distribute these capacities into 
several specialized robots which could accomplish the task by adding their skills in a 
synergic fashion. Besides, there are many situations where the use of several robots will 
allow getting the work done in less time or in a more efficient way. Multi robot systems 
incorporate these properties: specialization and redundancy, which result in qualitative and 
quantitative gains in comparison with single robot approaches. Thus, multi robot systems 
are required to achieve complex tasks. Nevertheless, team control implies new problems to 
solve; a control strategy is required to determine who does what, at what moment and 
which resources can be used. Cooperation is the key, as it incorporates mechanisms to carry 
out: task allocation, synchronization and planning, and conflict resolution. 
The MRCC, Multi-Resolution Cooperation Control, proposes a general solution to the 
cooperation control by decomposing it into a set of layers with different level of abstraction. 
The key idea is that higher levels influence the behavior of lower ones. The control 
complexity is split into the layers, each one is concerned with goals according to its 
abstraction plane. In general, there can be as many levels as required; an outline of the 4-
level approach has been introduced. At the agent level, the lower one, individual teammates 
assume roles; these roles are assigned by the decision mechanisms included in the higher 
levels. The system level, the higher one,  allocates exception roles in order to deal with 
special situations that affect the whole team. The formation level, through an organization 
based on zones, gives structural roles to agents. The micro-society level decides which agent 
should assume a cooperative role. In a similar fashion, the way cooperative actions take 
place and the structure of the formations are affected by the higher levels. Finally, the model 
also includes feedback interactions from lower levels to higher ones; thanks to this 
information, dynamic control and learning can be achieved. 
This chapter was focused in the micro-social level. The central issue at this level is to execute 
cooperative actions, which aim to accomplish a goal between a selected and reduced set of 
agents. The detection of cooperative actions is based on an opportunistic approach. As an 
opportunity is detected a negotiation protocol allows to form a micro-society and specific 
cooperative roles are assigned to agents. This proactive mechanism is performed in a 
distributed way; each agent is looking for cooperation opportunities and invites others to 
form micro-societies. There is a balance between the autonomy of the agent and its 
commitment with the team. Each agent works in an autonomous fashion, there is not 
hierarchy between robots; but when the agent is required to assume a role, it changes its 
own goals for those of the role it has to play. At the end, what are more important are the 
team goals. 
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Actually, the MRCC has been implemented as a general cooperation framework. The case 
studies of hunters and preys and robot soccer have been studied and implemented. In the 
former one, a 3 layer MRCC model has been enough to have a good performance. However, 
in the soccer task, it is mandatory to incorporate the formation level. Experimental 
simulation trials have demonstrated the viability of the approach. Actual work includes the 
refinement of the formation level and the validation of the MRCC with real robots. 
In the near future, it is expected to have a MRCC based team of robotic soccer participating 
in international competitions. The approach will be tested not only in competitions, where 
the desire of winning often leads to simplified assumptions of the problem and centralized 
control approaches. The MRCC operates in a real distributed system and is able to deal with 
restrictions concerning the sensor information available and of the communication capacity. 
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1. Introduction 
Multi-robot systems are generally organized around the concept of a team, from teams of 
mobile robots for outdoor tasks such as surveillance to teams of smaller robot systems for 
competitions such as RoboCup (Balch & Parker, 2002; Schultz & Parker, 2002). Variants of 
this theme include small numbers of cooperating robots for transport tasks, such as two 
robots carrying an extended payload, which is the robot equivalent of a two-man team. In 
the majority of research the team structure is limited to a single team. In this chapter, we 
propose to explore a multi-team model for multi-robot systems, whereby multiple subsets of 
robots are drawn from a larger pool to form multiple teams. Each team has an assigned task 
that is to be distributed among the members of the team. 
In the conventional model for robot teams, a task is broken into sub-tasks and each sub-task 
is allocated to members of the team through a negotiation process; individual robots can 
signup for one or more sub-tasks based on their ability to perform the sub-tasks. The set of 
robots which sign-up are essentially the team associated with the task. A limitation of this 
model is that it doesn’t support the concept of multiple teams of robots, in which each team 
has a collective identity associated with a task it is to perform that is separate from the 
identity of other teams. However, multiple teams are a successful approach used in business 
and industry to organize work (Jelphs & Dickinson, 2008). The benefit of multiple teams is 
that work can be carried out in parallel, improving efficiency. Further, it is possible to 
reallocate robots between teams, a practice often used in business and industry to ensure 
that tasks are completed on time. 
Introducing a multi-team framework in multi-robot systems can offer the same benefits. 
Moreover, in the conventional multi-robot team, robots can locally cooperate, effectively 
forming a sub-team. This is generally perceived as cooperation but not necessarily team 
based cooperation. However, the concept of forming and re-forming sub-teams may be 
useful in this context as well. Therefore, a model emerges in which a pool of robots provides 
a resource for creating multiple teams, each of which essentially can be seen as a pool of 
resources in its own right for creating further sub-teams when needed. 
The chapter is organised as follows. The following section outlines the requirements for 
multiple robots working in multiple teams. The third section of the chapter proposes a 
model for multiple robots working in multiple teams, which we abbreviate as the MRMT 
model.The fourth section discusses the architecture in more detail, specifically the concepts 
of roles and targets and the communication requirements. The fifth section provides two 
case studies, motivated by space applications, to describe how the model can work in 
practice. The final section provides a summary and conclusions. 
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2. Requirements for multiple robots working in multiple teams 
The term ‘multi-robot systems’ can be used to refer to a wide range of robotics systems 
incorporating more than one robot, including swarms of many robot systems and smaller 
numbers of robots in robot teams for competitions such as Robocup (Balch & Parker, 2002). 
The term is used in this chapter to refer to homogeneous or heterogeneous teams of mobile 
robot systems, including, for example, robot teams in the Middle Sized league of RoboCup 
and medium sized robots for surveillance operations in both open unstructured landscapes 
and structured outdoor and indoor environments. Such systems typically incorporate 
wireless Ethernet as the basis for communication, vision based sensing, an on-board 
computer, possibly a laptop, and hence the ability to support a significant level of autonomy 
as well as robot-robot and human-robot cooperation. 
A set of two or more robot systems can be incorporated into a robot team to perform some 
task. The task can be broken out into subtasks, which can then be allocated to individuals 
members of the robot team (Choudhury et al., 2009; Parker, 1998). There are four issues 
concerned with the allocation of tasks to robots and the subsequent performance of the 
robot team in completing the tasks. 
First, the allocation of tasks can be categorised based on whether the robot team is 
homogeneous or heterogeneous. In the former case, since the robots are all equally capable 
of performing any task the main issue is the distribution of the robots between the different 
tasks (e.g. (McLurkin & Yamins, 2005)). In the second case, since the robots are different, 
possibly overlapping in their capability, the key challenge is to match each task to a robot in 
the team capable of performing the task (e.g. (Mataric et al., 2003)). A number of strategies 
are available for such task allocation, including both centralised and distributed strategies 
and taking into account the capabilities of the robots, typically their sensing capabilities (e.g. 
(Estlin et al., 2005; Tsalatsanis et al., 2009)). Among the strategies include bidding strategies 
based on a market economy model whereby each robot bids for and is allocated a task based 
on comparing its bid with that of other robots (e.g. (Zlot et al., 2002)). 
Second, during the performance of the task a robot may suffer partial (e.g. a sensor fails) or 
total failure which prevents it completing the task it has been assigned. The task must in this 
case be reallocated to another robot. A number of successful behaviour-based strategies 
have been developed for this purpose, whereby the other robots in the team recognise the 
failure and take over the task (Mataric et al., 2003; Parker, 1998). This work is explored 
largely in the context of fault tolerance. 
Third, the behaviour of the robots needs to be coordinated in order to ensure the successful 
completion of the task. For example, in the ALLIANCE architecture the coordination 
operates to ensure that all tasks assigned to the team are completed (Parker, 1998). The 
coordination is through explicit communication, whereby each robot broadcasts its current 
state to the other robots, which can in turn determine whether a task is being completed 
successfully or should be reallocated. Communication has associated overheads, and 
algorithms have been explored which trade-off communication requirements (e.g. (Balch & 
Arkin, 1998; McLurkin & Yamins, 2005)). 
Fourth, robot teams incorporate a number of interface types, the most common being the 
interface between the individual robots in a team, employing explicit communication via a 
wireless network to share task-related information. However, in some cases this 
communication is not direct robot-to-robot but via a server or base station (e.g. (Roussos et 
al., 2007)). In addition to these, the robot team may also be interfaced with one or more 
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human operators to which the robots report task information that can be used to support 
task coordination (e.g. (Sugiyama et al., 2008)). 
The adopted control architecture for many robot systems, either alone or working in a team 
is a hybrid comprising deliberative and behavioural components with the balance between 
the two determined by the task performed and the scale and number of robot systems (Balch 
& Parker, 2002; Bekey, 2005; Schultz & Parker, 2002). A multi-robot team also creates 
challenges in command and control, whether top-down, bottom-up, or a combination of 
these; and challenges and opportunities for human-robot interaction. These must be 
reflected in the capabilities incorporated in the robot architecture itself and in the global 
commands that need to be translated into actions for individual robots. 
The above issues set requirements for the creation of robot architectures to support robots 
working in teams. The conventional architectures for the robots in a team do not actually 
support team working for two reasons. First, the conventional robot architectures work 
largely on the principle that a robot is first and foremost an individual and only secondly 
has the potential to be a member of a robot team. In this context, team working is designed 
in as effectively an afterthought. If robots are expected to be team players, however, then 
team working should be designed in from the ground up. This can be realised by ensuring 
that the architecture supports robot-robot cooperation in its command and control interfaces 
and explicitly treats the robot as a team player. 
Second, the conventional approach to multi-robot teams assumes a single-team single-level 
approach. Specifically, a pool of robots is assumed which is essentially configured into a 
team without an explicit representation of a “team” within the multi-robot team. In other 
words, the robots have no notion that they are members of a team. In addition, there is no 
scope for a team of robots to organise into sub-teams. In cases where a subset of robots 
within a team needs to coordinate, the subset is treated as an exceptional circumstance 
rather than a natural feature of a more explicit model of team working. 
In summary, therefore, a more useful architecture for team working will treat an individual 
robot as a team player, which means essentially that the robot knows it is a team player, and 
will incorporate an explicit recursive model of team working whereby a pool of robots can 
form into a set of teams and a team can form into sub-teams. In this context also tasks and 
roles are not only assigned to individual robots but also to teams. 

3. The MRMT model 
Having established the requirements for multi-robot multi-team working, we propose in 
this section to outline a model for the same. In order to present the model, we first need to 
establish some assumptions and terminology which will be used to define and explain the 
model. The following sub-section explains the concepts of macroscopic and microscopic 
commands, explicit and implicit communication, and roles and targets. The first is familiar 
from swarm robotics (Varghese & McKee, 2008), the second from cooperative robotics 
(Bouloubasis & McKee, 2005; Lam et al., 2003) and the third are definitions that we are 
introducing in order to articulate the model. 

3.1 Command, communication and task assumptions 
In multi-robot multi-team working we wish to draw the distinctions between commands 
which are issued to a team of robots as against commands which are issued to individual 
robots. This distinction is reflected in the distinction between macroscopic and microscopic 
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commands (Varghese & McKee, 2009). Macroscopic (group) commands are issued to a team 
of robots and define a task or action that the team needs to perform as a group. Examples 
include commanding the team to pack more closely together or to move forward in a 
specified direction as a group. Microscopic (individual) commands are issued to individual 
robots, specifying for the robot a task or action that it needs to perform independent of the 
other robots in the team. Each robot can convert macroscopic commands to microscopic 
commands, reflecting its individual perspective on the group task. For example, a team of 
robots commanded as a group to fetch an object will each have been allocated specific grasp 
points on the object; each robot is required to interpret the fetch command in terms of its 
allocated grasp point. 
In addition to interpreting group and individual commands, the robots in a team will need 
to share information with each other, and depending on the task this communication can be 
mediated explicitly or implicitly, which are terms from familiar to robotics. Explicit 
communication is a mode of communication in which the robots share information with 
each other via a wireless communications network. For example, the individual robots in a 
robot team performing a fetch operation will alert other team members when they have 
grasped their respective interfaces and therefore are ready to move. Implicit communication 
is a mode of communication in which the robots sense the action of other robots through the 
latter’s action on the same target. For example, if one of a team of robots holding an object 
moves off, the other robots will sense the action that the move has on their respective grasp 
interfaces (implicit communication) and can react immediately (tight coupling) by moving 
off as well. 
We propose, in addition, to draw a distinction between the roles that a robot performs in a 
team and the targets on which the roles are performed. Roles are associated with tasks and 
targets are associated with the objects to which the tasks are directed. An example of a role 
is to carry an object, while the object to be carried is an example of a target. Tasks assigned 
to a team can be classified on the basis of roles and targets as follows: 
• Single Role 

- Single Target 
- Multiple Target 

• Multiple Role 
- Single Target 
- Multiple Target 

The extent to which implicit and explicit communication and also macroscopic and 
microscopic control should be exploited in each of the above categories is summarised in 
Table 1. 
 

 Single Target Multiple Target 
Macroscopic Macroscopic & Microscopic Single Role 

Implicit Explicit & Implicit 
Macroscopic & Microscopic Microscopic Multiple Role 

Explicit & Implicit Explicit 

Table 1. Roles and Targets 

In summary, single target scenarios tend to provide more scope for implicit communication 
and more macroscopic control, whereas multiple target scenarios tend to provide more 
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scope for explicit communication and more microscopic control. In contrast, single role 
scenarios tend to provide more scope for implicit communication and more macroscopic 
control whereas multiple role scenarios tend to provide more scope for explicit 
communication and more microscopic control. 

3.2 Components of the MRMT model 
The Multi Robot Multi Team (MRMT) model that we are proposing comprises five 
components as well as a design for the lifecycle of a task under the model. The latter is 
described in section 4. The five aspects are (a) the concept of a universal robot set, from 
which robots are drawn to form one or more team, (b) teams, robots and their capabilities, 
(c) tasks, roles and targets, (d) role management and (e) command, control and 
communication. The definition of each of these aspects is provided in detail below and the 
key components of the architecture and their dependencies are summarised in figure 1. 
 

 
Fig. 1. Overview of the proposed MRMT architecture 

a. Universal Robot Set (URS) 
• A pool of robots, referred to as the universal robot set (URS) is assumed from 

which robots can be drawn to form one or more robot teams. 
• Subsets of robots can be drawn from the universal set to form robot teams. A robot 

team may comprise zero, one, two or more robots. The first case represents the 
requirement for a team to perform a task but the robots may not need to be 
allocated immediately. 

• If multiple robot teams are drawn simultaneously from the universal set they are 
expected to be mutually exclusive; however it is possible for a robot to be a 
member of multiple robot teams simultaneously. 

b. Teams, robots, capabilities 
• Robot teams are comprised of robots which possess mobility, manipulation, 

sensing, computing and instrumentation modules that determine their capabilities. 
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• In a modular framework a robot can swap in or out modules, and hence the 
selection of a robot to be a member of a team should take into account its potential 
configurations. 

• The capabilities of a robot are determined also by its cognitive, deliberative and 
behavioural intelligence, which can also be swapped in or out to suit different 
roles. 

• The set of capabilities that are collectively possessed by a robot team must satisfy 
the requirements of the task that the team is required to perform. 

c. Tasks, roles, targets 
• A task specifies the work that a robot team is to perform, specifically the goal to be 

achieved and the termination conditions to be satisfied. 
• Tasks have associated implementation schemas. The schema sets out the roles that 

are required for the task, the targets of these roles, the plans for completing the 
task; and the requirements for the robotic systems to perform the roles including 
sensing, actuation, instrumentation, and cognitive, behavioural and deliberative 
intelligence components. 

• Tasks are assigned to robot teams and roles and targets are assigned to robots 
within the team. 

• The robots within the robot team must possess the capabilities required to satisfy 
the roles to which they are assigned. 

d. Role Management 
• Each robot possesses a Role Manager which has the responsibility for managing the 

allocation of roles to the robot and the robot’s operation according to the role(s) it 
has been assigned. 

• The Role Manager is responsible for either accepting an assigned role (top-down 
allocation) or negotiating on behalf of the robot to be assigned a role (bottom-up 
negotiation). 

• The Role Manger incorporates mechanisms to ensure the appropriate interaction 
and scheduling of multiple roles, if multiple roles are assigned to a robot. 

• Each robot possesses a Download Manager, a Configuration Manager, and a Task 
Manager. 

• The Role Manager liaises with a Download Manager to ensure that the software 
required to support the role is downloaded and installed. 

• The Role Manager liaises with a Configuration Manager to ensure that the modules 
appropriate to the roles are installed. 

• The Role Manager liaises with the Task Manager to ensure that the robot executes 
the subtask associated with the role that has been allocated to the robot. 

e. Command, Control and Communication 
• The method a task schema proposes for performing a task places requirements on 

robot to robot command, control and communication. These are specified in the 
task schema and embodied in the software that implements the method. 

• These requirements are stated in terms of 
- macroscopic and microscopic command & control 
- implicit and explicit communication 

• In order to support these requirements the command structures for robot control 
need to be stated as group-type commands and each robot, in fulfilling the roles 
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and targets it has been assigned in a robot team, must possess a command, control 
and communication system that interprets these commands with respect to the 
individual robot’s operations. 

4. The lifecycle of a task 
The previous section described the aspects and components of the MRMT model. This 
section illustrates the application of the model. To support the application of the model we 
propose a lifecycle for a task. This is described in the following sub-section. We then give 
examples to illustrate the application of the lifecycle for the four combinations of roles and 
targets from Table 1. 

4.1 The design of the lifecycle 
We propose a design for the lifecycle of a task in the MRMT model that comprises seven 
steps, from the inception of the task to its satisfactory completion and subsequent 
disbanding of the robot team as follows. 
Step 1. Generate the task to be performed. The task may be generated manually or 

automatically, on the fly in response to real-time events or part of a predefined 
work schedule. The responsibility for the generation of tasks can be considered to 
be a role that could be carried out centrally or assigned to a robot in a robot team. 

Step 2. Assess the requirements for the task and determine a corresponding task schema. The 
requirements can be used to index a schema library. A number of schemas may be 
available for completing the task. The selected schema may also incorporate rules 
for scaling it to meet the size and scope of the task. 

Step 3. Create a robot team and allocate the task and schema to the team. A team object is created 
to represent the team that is required for the task. The task and the schema are then 
registered with the team object. 

Step 4. Populate the team with robots and assign roles and targets. The allocation of robots to the 
robot team can follow a top-down centralised approach where roles are assigned to 
robots and the robots are therefore assigned to the team, a bottom-up negotiated 
approach where each of the robots negotiates for its position in the team, or a 
combination of these. In all cases the services offered by individual modules and 
robots (current and potential configurations of modules) must be considered. The 
responsibility for the creation of teams to perform a task can be considered to be a 
role. The role can be performed centrally or allocated to one or more of the robots in 
a team. 

Step 5. Install the appropriate robot configurations to support the assigned roles. The modules 
(e.g. instruments) that are required by each robot to perform its allocated role on 
associated target are installed. The software to support the cognitive, deliberative 
and behavioural requirements for the task is downloaded, if required, and installed. 

Step 6. Perform the task until satisfactorily completed. The task is performed according to the 
overall task plan and the plans associated with each role, as set out in the task 
schema. The task is completed when the goal has been achieved to the satisfaction 
of the individual robots and the robot team, which is also set out in the task schema. 

Step 7. Disband the robot team. The set of robots are removed from the team and the team 
bject is removed. 
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4.2 Demonstration of the lifecycle 
In section 3.1 we proposed classifying roles and targets into four categories, namely (a) Single 
Role, Single Target, (b) Single Role, Multiple Targets, (c) Multiple Roles, Single Targetand (d) 
Multiple Roles, Multiple Targets. We now demonstrate the application of the lifecycle model 
for example tasks relevant to space applications that fall under each of these categories. 

4.2.1 Single role, single target 
We select as an example, multiple robots cooperating to carry an object. One role is required, 
namely a carrier role. The target is the object to be carried and sub-targets are the grasp 
interfaces on the object to be carried. The carriers are responsible for collectively picking up 
the object, carrying the object to a destination and depositing or assembling the object. The 
robots will assess their resources and locations relative to the object to be carried and 
negotiate with each other for grasp interfaces. Each robot will approach and grasp its 
assigned grasp interfaces, avoiding obstacles and interference with other robots. 
The robots will need to synchronise so that they lift the object together. This can exploit both 
explicit and implicit communication. The robots will need to coordinate during traversal, 
using primarily implicit communication, to ensure that the object to be transported is not 
dropped. The robots will need to synchronise to ensure that the object is set down or 
assembled safely. Each robot will need to ensure that it has the resources to perform its role 
and to evaluate satisfactory completion of its role. 
The capabilities required by each robot include the identification and localization of target 
and sub-targets, planning and navigation functions, manipulation for object pick-up and 
transport, and grippers for the grasp interfaces. The robots will also require sensing and 
evaluation capabilities for task and sub-task completion. 

4.2.2 Single role, multiple target 
We select as an example, sample acquisition from multiple science sites. The task requires a 
single role, namely sample acquisition. The targets are a set of sites from which samples are 
to be taken; there are no sub-targets. The robots are responsible for navigating to an 
assigned target, taking a sample and returning the sample to a Lander. The robots will need 
to localize the target, generate a plan and navigate to the target following this plan. At the 
target the robots will deploy the sampling instrument, take the sample and stow it in a 
sample container. The robot will then be required to generate a plan and navigate back to 
the Lander and transfer the sample. 
The robots will need to coordinate on the allocation of samples, taking account of their 
resources and locations with respect to the set of samples. A robot may be assigned a number 
of targets, which will require it to generate a plan to visit each of the targets before returning to 
the Lander. The robots will need to avoid interference with each other and avoid obstacles. 
Each robot will need to ensure that it has the resources to perform its role and to evaluate 
satisfactory completion of its role. The robots must synchronise to ensure that the 
multiplesample acquisition task is completed successfully. If one or more targets have not 
been visited the robots will need to negotiate to assign the targets and acquire samples. 

4.2.3 Multiple roles, single target 
We select as an example, site preparation for construction of a human habitat. The roles 
include diggers, movers, and breakers. The target is a designated area that is to be leveled in 
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preparation for infrastructure building. The robots will be working on sub-targets within 
this area, avoiding interference with each other. The diggers are responsible for digging and 
moving soil. The movers are responsible for moving small sized rocks. The breakers are 
responsible for breaking medium sized rocks into small sized rocks. It is assumed that the 
site has been selected such that it contains no large sized rocks and minimal numbers of 
medium sized rocks. 
Each role, namely digging, moving and breaking will have associated sub-target types. 
Digging will include areas from which soil is to be removed and areas in which it is to be 
deposited. Moving will include the identities of small sized rocks to be moved and locations 
to which they are to be deposited. Breaking will include the identities of medium sized 
rocks to be broken apart. The robots filling each role type need to assess their locations and 
resources and negotiate (explicit communication) to assign each other sub-targets. 
The robots will need to identify their respective sub-targets from the environment, navigate to 
these, perform the corresponding operations on the sub-targets and repeat for all sub targets 
until the site preparation task has been completed. The robots will also need to identify new 
sub-targets. For example, when a medium sized rock has been broken a new set of small sized 
rocks are created, which become new sub-targets for the movers. The movers can identify the 
new sub-targets through implicit communication (i.e., observation of the environment) or 
explicit communication (i.e., the breakers inform the movers). The diggers need to identify if 
new sub-targets that need levelling and new sub-targets that need filling. 
The robots will need to coordinate. For example, small sized rocks can be used to fill a dip in 
the terrain prior to depositing soil. Therefore, the movers and diggers need to coordinate to 
ensure that this constraint is satisfied. In addition, the robots will need to avoid interference 
with each other and avoid obstacles. Each robot will need to ensure that it has the resources 
to perform its role and to evaluate satisfactory completion of its role. The robots must 
synchronise to ensure that the terrain is levelled before agreeing that the task has been 
satisfactorily completed. 

4.2.4 Multiple roles, multiple targets 
We select as an example, transportation of an object across unstructured terrain. The 
scenario includes three robot teams with associated roles, namely carriers, clearers, and 
scouters. The targets are an object that is to be transported (the carriers team), a path that is 
to be cleared (the clearers team), and open terrain through which a path is to be scouted (the 
scouters team). Sub-targets are respectively grasp points on the object to be transported, 
rocks that are to be removed from the path, and areas to be explored. The carriers are 
responsible for picking up an object to be transported, carrying it along a path and setting it 
down or assembling it at a destination. The clearers are responsible for clearing rocks from 
the path. The scouters are responsible for discovering a path to the site where the 
transported object is to be relocated. 
The robots will need to identify their respective sub-targets from the environment, navigate to 
these, and perform the corresponding operations on the sub-targets until the object has been 
successfully transported to the destination. The requirements of the carrier team are similar to 
those described in the example above of multiple robots cooperating to carry an object. The 
requirements for the clearers team are similar to those for the movers team described in the 
example above of site preparation for construction of a human habitat. The scouters will need 
to collectively identify new sub-targets to explore in order to find a path to the destination. 
They will need to evaluate the suitability of the sub-targets for traversal and clearance. 
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The scouters will need to coordinate with each other to select a suitable path through the 
explored sub-targets. The scouters will need to communicate the selection to the clearers 
and also to the carriers. The clearers need to coordinate with the scouters and the carriers to 
confirm the path. Each robot will need to ensure that it has the resources to perform its role 
and to evaluate satisfactory completion of its role. The robots must synchronise to ensure 
that the task has been satisfactorily completed. 

5. Case studies 
In this section two extended scenarios are presented to illustrate the application of the 
MRMT model. The scenarios are labelled here as expedition robotics and transportation 
robotics. The expedition robotics scenario emphasises diversity of robot-robot cooperation 
with a specific focus on exploration, whereas the transportation robotics scenario 
emphasises cooperation between robot teams, as an extension of cooperation between robots 
in a single team. 

5.1 Expedition robotics 
This scenario comprises two robotic systems, a Carrier (Heavy-Duty UAV) Robot and a 
general purpose Runabout Robot. The Carrier Robot provides a transport vehicle for robots, 
robot spares and science instruments, while the Runabout provides a dexterous and highly 
mobile assistant to the Carrier. The following are the considerations of the scenario with 
respect to the proposed MRMT model. 

5.1.1 Universal robot set 
• The Carrier, the Runabout, and robots on the Carrier (e.g. mini-robots, micro-robots; 

small teams, swarms; surface, air, underground robots; and robots custom-built from 
modules). 

5.1.2 Teams, robots, capabilities 
• The Carrier Robot offers the following: 

- A charging station for the Runabout. 
- A charging station for the Runabout. 
- Crane hoist for lifting/deploying robots and instruments from Storage; can be 

stowed during long-distance traverse. 
- Storage Rack for instruments and robot spares. 
- A computational platform complementing the Runabout’s onboard processing 

capabilities. 
- A heterogeneous pool of micro and mini robot systems with wheeled and legged 

mobility. 
- A Build and Change out station for assembling robot systems and hot-swapping 

robotic modules. 
• The Runabout offers the following: 

- A high-dexterity mobility platform. 
- A mobile assistant to deploy science instruments from the Carrier. 
- A scouting capability to support navigation to science sites. 
- Ability to survey a science site in cooperation with the Carrier. 
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5.1.3 Tasks, roles, target 
• Science Deployment Tasks 

- The Runabout carries an instrument pack from the Carrier to a selected location 
where it is deployed. 

- The Runabout carries one or more robots to selected deployment sites. 
• Science Tasks 

- Sample acquisition task can be performed by the Runabout and/or Carrier-
supplied robots and instruments. 

- Site surveys employing the Runabout and/or Carrier-supplied robots and 
instruments. 

• These tasks can be generated locally, i.e. at the site by the robot systems (i.e. 
autonomously) or through cooperation between the Carrier and the Runabout working 
together to identify science targets. In the latter, the Runabout may fulfil the role of a 
roving eye for the Carrier. 

• The task generation role can be located on the Carrier, using its powerful onboard 
computing capacity and/or located on the Runabout. 

5.1.4 Role management 
• The Carrier is assumed to house a server on which the task schema library is housed 

and the software modules to support the range of roles applicable to the tasks. The 
software is downloaded as required. 

• The Carrier must support the configuration of the Runabout and other robot systems to 
support the roles required for the task. 

5.1.5 Command, control, communication 
• Most of the tasks will require explicit communication, since it is assumed that the 

Carrier houses assembly mechanisms for configuring robots and there is little 
requirement for tightly coupled cooperation such as for object transport. 

• Much of the cooperation will be in terms of managing the loading and off-loading of 
robots and instruments between the Carrier and the Runabout with the help of the 
Crane Hoist. 

• The Carrier and/or Runabout can issue group commands to robot teams. 

5.2 Transportation robotics 
This scenario comprises multiple robot teams, incorporating cooperation between robots 
within a team and between robot teams. Three robot teams are proposed including (a) a 
mover robot team, charged with cooperatively carrying an extended payload 
incorporating multiple grasp interfaces, (b) a clearing robot team, charged with clearing a 
path of obstacles for the mover robot team and (c) a scouting robot team, charged with 
scouting a path to a target site and hence guiding the clearing robot team and the mover 
robot team. The following are the considerations of the scenario with respect to the 
proposed MRMT model. 

5.2.1 Universal robot set 
• A heterogeneous set of robot systems to support lifting, clearing, exploring. 
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5.2.2 Teams, robots, capabilities 
• Ability to lift objects, good mobility, custom purpose grippers/manipulators. 
• Vision sensing for localisation, navigation and identifying objects to be cleared from the 

path. 
• Planning and navigation software capability for autonomy. 
• Information can be passed between the teams (team-based communication required). 
• Robots can move between teams as resources become available and the subtasks 

become doable. 
• In one scenario the task starts with all robots assigned to the scouting team; then as the 

task progresses some of these are reallocated to the clearer team, and then some of both 
of these to the mover team. 

5.2.3 Tasks, roles, target 
• Tasks include cooperative pickup, transport, assembly, clearance and scouting/ 

mapping. 
• Roles include moving, clearing, scouting and guiding. 

5.2.4 Role management 
• The task script is pre-defined; a number of scripts can be assumed for the task, 

requiring selection and download. 
• Role allocation is required, since different robots may perform different roles, and 

possibly a single robot may perform multiple roles simultaneously. 
• Robots may be reassigned between teams. 

5.2.5 Command, control, communication 
• The mover team will require implicit communication. 
• Synchronisation of the robots for initiation and completion of the task requires explicit 

communication. 
• Explicit communication is required between the members of the scouter team. 
• Guidance and command & control may be directed from the guide robots to clearers 

and movers. 
• Macroscopic/microscopic command and conversion will be required. 
• Inter-team communication will be explicit. 

5.3 Summary 
The two case studies, Expedition and Transportation Robotics, illustrate how the proposed 
MRMT model can be exploited in multi-robot multi-team working. The second scenario, in 
particular, illustrates the way in which the model supports multiple teams, including 
collaboration between teams and sharing of robots between teams. This builds on the idea 
that an individual robot is inherently a team player. 

6. Conclusions 
Conventional robot architectures applied to team robot systems treat the robots as 
individual systems and only then overlay a team-based perspective. This does not offer the 
flexibility of teams being able to organise themselves recursively into finer sub-teams and 
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indeed leaves the whole idea of a team implicit. In this chapter, we have proposed a model, 
the Multi- Robot Multi-Team (MRMT) model, for multiple robots working in multiple 
teams. We have defined aspects and components to the model and presented a design for 
the lifecycle of a task. We have subsequently illustrated the application of the model in a set 
of four example applications and two extended scenarios using space robotics as the 
application domain. We propose, in conclusion, that the MRMT model offers a more flexible 
framework for robot teams since the individual robots are effectively designed from the 
ground up as team players. 
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1. Introduction

In the recent years, there has been a growing interest in the design and programming of
multi-robot systems. This is mainly due to the potential advantages of these systems, such
as physical deployment, redundancy and parallelism in sensing and actuation.
The interest of the collective robotics community has focused on the development of
technology to support the interaction among single robots to achieve common goals, such
as methods for inter-robot communication, kin recognition, sensor fusion, and information
sharing. The outcomes of this research are seen to be of direct relevance to other fields
involving the inter-operation of various software and physical components, such as sensor
networks and ubiquitous computing.
In spite of all the progress made in collective robotics in the last years, a lot of work remains
to be done both in describing and understanding the behavior of multi-robot systems without
regard to their internal mechanisms. However, theoretical descriptions of the dynamics of
multi-robot systems pose a considerable challenge to robot designers because they do not
rely on well-established and quantitative laws of behavior. As a matter of fact, collective
robotics suffers from a lack of descriptive and analytical tools for estimating the tendencies
and evolution of the dynamics of multi-robot systems under a variety of conditions.
Some efforts have been made towards the theoretical understanding of multi-robot systems,
such as the introduction of metrics for measuring specific aspects of multi-robot systems, e.g.
diversity (Balch, 2000) and fluctuations from a steady state (Lerman et al., 2006), as well as
attempts to describe the dynamics of multi-robot systems by using formal and semi-formal
methodologies, e.g. ergodic dynamics (Shell et al., 2005).
In this work, various attempts to describe the dynamics of multi-robot systems are presented
and discussed. Two large-scale measures, average flow and average activity, are namely
introduced and applied in experiments of simulated foraging robots, in order to characterize
the systems limits. These measures are supported on parameters of crowd behavior applied
in mechanical statistics. In addition, based on a set of selected case studies we provide
experimental evidence about the quantification of the performance of multi-robot systems.
This research aims at contributing to understand and characterize multi-robot dynamics,
in order to generate a favorable framework to detect strengths and weaknesses in current
designs.
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2. The dynamics of multi-robot systems

By the dynamics of a multi-robot system we mean the set of influencing factors that produce
the system’s activity. This in turn is relevant because its associationwith systems change. Note
that the dynamics of the system may be useful for its understanding and characterization.
The dynamics of a multi-robot system should represent the activity of the members of the
system, in terms of the evolution of their behavior and interactions over time, as a whole.
By characterizing a multi-robot system its designers may determine what sort of influences
can be traced from multiple experiments using the system under different environmental
circumstances, they also can find bounds on the expected performance of the system, and
they can also study the system’s sensitivity to changes in the population size or the population
diversity, to mention but few tasks to undertake to answer some of the challenging questions
in collective robotics.
It is worth mentioning that we use the concept of multi-robot system in a very general
sense, meaning a group of autonomous or semi-autonomous robots. Thus, the category of
multi-robot systems is a broad family comprising teams of homogeneous and heterogenous
robots, of collaborative and ”individualist” robots; modular robots with static or dynamic
reconfiguration capabilities, to mention some examples. For extensive surveys and
taxonomies of multi-robot systems, see (Dudek et al., 1996; Cao et al., 1997; Iocchi et al., 2001;
Farinelli et al., 2004; Bayinder & Sahin, 2007).
A problem faced by roboticists to characterize the dynamics of a multi-robot system is the sui
generis nature of choices of the system parameters that are directly measurable, on the one
hand; and the available tools to measure the system’s activity on the other hand.
The parameters of multi-robot systems, for both physical and simulated robots, that can
be directly measurable are, for instance, the goal achievement rate (Tang & Parker, 2007),
the average time (Parker, 1993; Couture-Beil & Vaughan, 2009) or steps (Sgorbissa & Arkin,
2003; Mataric et al., 1995) needed to reach a goal, the work distribution (Wawerla & Vaughan,
2010), the cost and use of common resources, such as recharging time (Sempé et al.,
2002; Wawerla & Vaughan, 2008) or spatial occupation (Goldberg & Mataric, 1997;
Likhachev & Arkin, 2000; Balch et al., 2001). These parameters indicate important aspects of
the behavior and interaction of a multi-robot system, as such they will keep being indicators of
the performance of the system under varied circumstances. However, parameters indicating
the ”projection” of the system in a wide variety of circumstances have been rarely measured
in the context of multi-robot systems. An exception to that is probably the characterization of
the system in terms of fluctuations from a steady state introduced by Lerman et al. (2006) (see
section 3 for a detailed description of this work).
Concerning the available tools to measure the system’s activity, there is a lot of different
numerical tools that can be used for analyzing and assessing robot behavior. However, when
the analysis focuses on group behavior issues there is no evidence to justify the use of specific
tools. Descriptive statistics are useful tools to describe and summarize properties of data
concerning multi-robot systems in a simple and understandable manner.
We consider that descriptive statistic tools can capture significant parameters of the
performance of a multi-robot system, such as the mentioned directly measurable parameters,
provided that a variety of ”projections” of the system can be sized. These ”projections” can be
generated by a gradual exposure of the system to the variation of scenarios, as we show at the
end of this work. These projections should reflect a scale-dependent picture of the multi-robot
system, in terms of the selected measurable parameters.
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3. Related work

Belowwe review two works that are closely related to the nature of our research and that deal
with the problem of capturing in some way the dynamics of a multi-robot system.
Tucker Balch has been tackling the problem of defining quantitative metrics for multi-robot
systems. He introduced a metric inspired by Shannon’s information theory that he called
”social entropy” that is applied to correlate how group member diversity affects learning
in multi-robot systems (Balch, 1997). This metric is subsequently extended to a continuous
measurement of diversity in robot groups by combining the previous social entropy with
a measure of behavioral difference between individual robots. The extended metric, that
is called the ”hierarchic social entropy”, is applied to investigate a more general question
concerning how group member diversity impacts the whole system performance (Balch,
2000).
Diversity is measured by Balch from a behavioral perspective in such a way that perceptual
states associated to robot behaviors are represented as binary patterns. These associations are
then compared in order to quantify a behavioral difference between two robots. Social entropy
and hierarchic social entropy look forward to the improvement of coarse-grain taxonomies
that represent multi-robot systems as extreme points in a linear dimension. Balch reviews the
flat taxonomy of multi-robot systems that considers two unique classes, homogeneous versus
heterogeneous robots. And he proposes instead a more comprehensive taxonomy that holds
various degrees of heterogeneity in multi-robot systems, represented as numerical values.
An interesting finding regarding Balch’s work is that diversity is not desirable per se, and
that, for some tasks such as foraging, homogeneous robot teams perform better than diverse
robot teams. Balch suggests that inherently cooperative tasks, such as robot soccer, are better
performed by diverse teams than by homogeneous teams, whereas for more individualistic
tasks such as foraging, the opposite performance is observed.
The measures proposed by Balch capture the composition of multi-robot systems in a precise
way. At the same time these measures provide evidence that the performance of multi-robot
systems is certainly related to their composition, and more precisely that this performance is
affected by small differences in the behavioral profile of the members of the system. However
we do not know in detail the evolution of the activity of a multi-robot system over time by
applying these measures.
The research of Lerman et al. (2006) aims at representing and studying the dynamics of
multi-robot systems. This work is closely related to our research in the sense that a global
measure of the performance of amulti-robot system is calculated in spite of having incomplete
information about that system and its environment. This measure is calculated from the
observations of the environment made locally by each robot of the system and recorded onto
its own memory. Memory is described by the authors as a rolling history window of finite
length.
In the work of Lerman and her colleagues the performance of a multi-robot system is not
only measured for characterization purposes. They also investigate how the number of
observations, from the local perspective of each robot of the system, and the decisions made
by robots from these observations affect the performance of the whole system. For that,
transition probabilities between states are calculated by each robot from its individual history.
The authors focus their analysis on a scenario of dynamic task allocation, a class of the general
problem of task-allocation. The latter is described as the process of assigning individual robots
to sub-tasks of a given system level task, whereas dynamic task allocation is the process
of assigning robots to subtasks that may need to be continuously adjusted in response to
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changes in the task environment or group performance. In this scenario, robots decide their
task allocation.
A mathematical model of a group of robots that apply previous mechanisms is also
introduced, and theoretical predictions made by this model are compared with experimental
results of a group of simulated foraging robots. By applying this mechanism, a steady state of
the multi-robot system, as well as fluctuations or variations of the steady state are identified,
in terms of the number of tasks or foraging objects, and the length of the history of robot
observations. Simulated results fit very well with the theoretical results given by the model,
which means that the dynamics of the system is well understood and can be captured in the
proposed performance measure.
In this researchwe share the interest of Lerman and her colleagues in macroscopic approaches
to study collective behavior in large systems. Our research focuses on homogeneous
multi-robot systems.

4. Hands-on practice in representing the dynamics of multi-robot systems

In this section we summarize some efforts of our research group to describe the dynamics
of multi-robot and multi-agent systems at various levels. It is worth mentioning that
representing and characterizing the dynamics of both, simulated and physical multi-robot
systems is far from being obvious. First, we present some examples that illustrate the
representation of microscopic robot interactions using a case study approach. And second,
we introduce a measure of global multi-robot performance based on ideas of crowd behavior
applied in the field of mechanical statistics.

4.1 Microscopic interactions in small group size
The microscopic measurement of interaction among the members of a multi-robot system
can be monitored directly throughout one or various experiments. These measurements are
basically recordings of detailed observations of robots. These observations are important
since based on them, robots are able to make decisions on how to behave. Microscopic
measurements are adequate for small groups of robots, where interactions and their effect
on robot decisions can be readily captured and traced. We present two cases of microscopic
interaction recordings.
Case study 1- The representation of the dynamics is delimited by the nature of the task
The nature of the problem can give some indication of the system dynamics, and this is the
case of multi-robot resource sharing applications. We have conducted an experimental study
to investigate mechanisms for ensuring some degree of self-sufficiency (McFarland, 1995) in
a small group of autonomous robots. The goal of this research was to enable three Pioneer
mobile robots from ActivMedia c© to remain in operation and efficiently share a charging
station using simple mechanisms. A plot of the autonomy of robots during a period of
one hour using different sharing strategies gives us a good idea about the interactions of
the system, see Figure 1. It can be noticed in the plots that, even though robots manage
and allocate a common resource, they might experience delays when accessing the charging
station. This information was in fact very useful for defining better sharing strategies. For a
detailed description of this work see Sempé et al. (2002).
A second example of representing the dynamics of systems in a multi-robot resource sharing
scenario concerns the sharing of the environment. The problem of multi-robot exploration
and mapping has been investigated under different approaches, such as multi-robot
exploration with unknown start locations (Fox et al., 2006), or multi-robot localization
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Fig. 1. Autonomy of three mobile robots sharing a charging station using a basic strategy
with a 7.5-minute recharge threshold (a), and using an opportunistic strategy with a flexible
recharge threshold (b) (Sempé et al., 2002).

based on encounters of pairs of robots (Roy & Dudek, 2000; Howard et al., 2006). We have
conducted experiments of multi-robot exploration and mapping of known environments
for map updating purposes. For that, a scheme for collective exploration was defined.
This scheme enables robots to navigate and self-locate within an indoor environment,
communicate to each other and with an external server, provide information to create local
maps of their environment to be merged into a global map, and coordinate individual actions
in order to explore autonomously the environment. A multi-robot system consisting of three
micro mobile robots with very limited equipment was used in these experiments. The testing
environment, and the local and global maps acquired by the robots are shown in Figures 2
and 3. Original and updated maps of the environment were also correlated in our work, in
order to identify significant changes of the environment. These maps reflect properties of the
environment as perceived by the robots, as well as a trace of their actions. Therefore, maps
capture the dynamics of the system from the robot’s perspective. For a detailed description
of this work see (Méndez-Polanco, 2007; Méndez-Polanco & Muñoz-Meléndez, 2008).

Case study 2 - The representation of the dynamics is based on the system’s behavior
Now we want to focus on the problem of representing the dynamics of a group of robots
that require the performance of accurate physical maneuvers to operate, as it is the case of
modular and self-assembling multi-robot systems (Mondada et al., 2003; Murata et al., 2002;
Yim, 1994). In contrast to other applications of collective robotics in which isolated, even
individualist autonomous robots can contribute to the successful operation of the whole
system, amodularmulti-robot system relies on the establishment and execution of agreements
among its members. Therefore, a key aspect to trace in the dynamics of these systems is
the way as their members reach agreements and coordinate their actions as a result, and
that usually happens in very short periods of time. As we need a different approach to this
problem we represent the dynamics of a modular system from a behavioral perspective.

Fig. 2. Environment used for the experiments of multi-robot exploration.
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(a) (b) (c) (d)

Fig. 3. Local maps acquired by individual robots (a-c) and global map merged by the server
(d) from data of the environment illustrated in Figure 2.

The Mini-trans system is a home-made multi-robot system prototype consisting of three
mobile autonomous robots. It was developed in our laboratory of robotics as part of a
master thesis (Jiménez-Velasco, 2006). The members of the Mini-trans system have very
limited communication capabilities, based on simple devices such as near-IR photo-reflectors,
photosensors, and LEDS. The whole system moves sequentially since a single robot is unable
to pull or drag a motionless robot. For that, robots transmit messages to each other constantly
in order to move collectively. Figure 4 shows a sequence of snapshots acquired during an
experiment of collective exploration where various agreements were achieved by the robots.
When there was enough space to go ahead, the supervisor stepped forward and a request to
copy this movement was progressively propagated and executed from the head towards the
tail of the formation. When an obstacle was perceived, a request to go backward was first
propagated, followed by its execution from the tail towards the head of the formation. Figure
5 plots the behaviors executed by the robots during this experiment. The plot of behaviors
captures the dynamics of the Mini-trans system. For a detailed description of this work see
(Jiménez-Velasco, 2006; Jiménez-Velasco & Muñoz-Meléndez, 2006).

4.2 Global interactions
In this part we review some cases where the group size of multi-robot systems is greater than
that presented in previous section. For groups of 20 or more robots, as well as for large-scale

(a) (b) (c)

(d) (e) (f)

Fig. 4. The Mini-trans system during an experiment of collective exploration where
avoidance maneuvers where conducted (Jiménez-Velasco & Muñoz-Meléndez, 2006).
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Fig. 5. Behaviors executed and time in which robots of the Mini-trans system send messages
during the experiment illustrated in Figure 4 (Jiménez-Velasco & Muñoz-Meléndez, 2006).

repeated experiments it becomes necessary to provide a unique value that quantifies the
global state of the system. We first represent the dynamics of a multi-robot system by
summarizing the states of its members, then we represent the dynamics by considering flow
aspects based on measures of crowd behavior applied in the field of mechanical statistics.
As this section concerns extensive experiments, the selected case studies involve simulated
multi-robot systems.

Case study 3 - The representation of the dynamics is based on the states of the system
We have studied the problem of collective coordinated motion that is required in applications
of flocking (Reynolds, 1987), and generation and maintenance of spatial formations
(Unsal & Bay, 1994; Belta & Kumar, 2001; Jakob Fredslund, 2002). In these applications, a
group of autonomous robots or agents have to move while keeping a spatial arrangement.
Since the acquisition of complete and accurate information aboutmobile robots in a formation,
such as their pose or their speed, is too expensive or inaccesible, local perception based
methods are well suited for applications involving multi-robot systems capable of collective
coordinated motion.
We proposed and evaluated several robot classes with different capabilities of perception and
action, and then we defined a set of organization principles for robots capable of collective
coordinated motion using ”communicative” robots, a class of robots able to transmit their
orientation using color signals on their bodies. For evaluation purposes we recorded the
states of the robots which can be in one of two possible states, follower or leader, according
to their perception. When they are isolated, robots are in the state of leader, and when they
have joined a formation they are in the state of follower. We plotted the number of robots
in these states along an experiment in order to verify if the system converges into a single
stable formation. Figure 6 shows a sequence of snapshots acquired during an experiment
using 25 simulated robots, and Figure 7 plots the states of the robots during this experiment,
where robots succeed to generate a formation. For a detailed description of this work see
(León-Fernández, 2005; León-Fernández & Muñoz-Meléndez, 2007).
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(a) (b) (c)

(d) (e) (f)

Fig. 6. Simulated robots while trying to gather together
(León-Fernández & Muñoz-Meléndez, 2007).

Case study 4 - The representation of the dynamics based on mechanical statistics metrics
In the previous cases we have succeeded in summarizing the state of a multi-robot system in
such a way that its dynamics, in terms of its evolution towards the achievement of a goal, can
be followed. Now we are interested in the large-scale replication of these experiments and
measurements. We would like to investigate how scalable are the rules and the organizational
principles underlying the previous applications, and if certain properties of the system can be
characterized from a global measure of its dynamics.
We conducted a set of experiments of foraging robots increasing the population size from 2
robots (that occupy 0.1% of the size of the environment) up to 506 robots (that occupy 25% of
the size of the environment), whose goal was to search and retrieve 1,012 pucks (that occupy
50% of the size of the environment) randomly distributed. The robots apply a reactive strategy
to solve this problem, they search pucks randomly and carry them towards the center of the
environment. Robots can perceive other robots and modify their speedwhen these encounters
are detected, in order to avoid a collision.
Given the large number of experiments and robots, we applied metrics commonly used
in the field of mechanical statistics to characterize the dynamics of crowds. The average
speed for all crossing robots is calculated, as well as a measure concerning the individual
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activity of robots. Activity is a value between 0 and 1 that is calculated from the local
perception of each robot, where 0 means no activity in the perceptual field of the robot,
and 1 means that a partner or a puck was perceived by the robot. Figure 8 plots the
average speed and average activity recorded during 252 experiments where the population
size was varied. From these measures we can conclude that this particular system behave
as expected when the population size is increased up to 20% of the size of the environment
(around 200 robots), for larger groups the activity remains stalled that is also reflected as
an increase in the average speed of the robots that result from their useless wandering
of the environment looking for pucks. Previous measures have exponential distributions,
the average speed of robots exhibits an exponential growth whereas their average activity
exhibits an exponential decay. Average speed summarizes the effect of robot decisions on
their environment, and average activity summarizes the internal robot perception. Both
measures change in proportion to the density of multi-robot groups. The task of foraging
a number of pucks is quite beyond the capabilities of small groups consisting of less than
100 robots, as can be noticed in their slow speed and high level of activity. Mid-sized groups
of around 200 robots and bigger groups retrieve pucks and move faster as a result of the
”cleaning” of their environment. Note that the activity of groups consisting of more than 200
robots remains constant, since activity captures the permanent interaction among the robots.
Activity and speed measured during large-scale repeated experiments provide a general idea
of the performance of multi-robot systems, their evolution and the way as these systems are
degraded. Specific design aspects such as the impact in robot dynamics of different robot
controllers can also be analyzed by applying these metrics. The field of mechanical statistics
has a well-trodden path to the understanding and characterization of crowd dynamics and
the research on multi-robot systems can take advantage of its progress. A kinetic model of a
multi-agent system for an application of pedestrian crowd simulation, as well as measures of
speed and activity with inverse tendencies to those observed previously can be consulted in
Rangel-Huerta & Muñoz-Meléndez (2010).

5. Conclusions

We described some efforts of our research group towards the theoretical understanding
and characterization of homogeneous multi-robot systems. Event though collective robotics
comprises a large diversity of applications, we analyzed a set of case studies and provided
experimental results that illustrate that the dynamics of multi-robot systems can be
represented in various applications. A lot of work remains to be done in order to represent
and quantify the behavior, evolution and convergence of multi-robot systems in an effective
and accurate manner. The experience gained in other fields such as, for instance, mechanical
statistics should be considered in this effort. Representation and characterization of the
dynamics and performance of multi-robot systems will certainly benefit the field of collective
robots by providing design guidelines, good practices for roboticists, and standards of
validation.
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1. Introduction    
Control systems that have the ability, in the one hand, to detect incipient failures in sensors 
and/or actuators and, in the other hand, to adapt quickly the control laws in order to 
preserve the specified performance in terms of production quality, safety, etc., are called 
fault-tolerant control systems (Blanke et al., 2001), (Blanke et al., 2006). This kind of systems 
have become increasingly important for manipulator robots, especially those performing in 
remote or dangerous zones, like outer space, underwater or nuclear environments. In this 
context, there is a growing need and interest in developing control systems that can operate 
in acceptable manners, even after the occurrence of failures, also being able to stop the 
process before irreparable damages arise (Bonivento et al., 2004). 
In this work, modeling, simulation and control of industrial fault tolerant robots by means of 
adaptive inertia is presented. This study, initially developed for robots with n Degrees Of 
Freedom (DOF), includes the calculation of adaptive inertia parameters; which is particularized 
for planar systems with two and three rotational joints. The modeling of these systems 
considers kinematic and dynamic aspects of robots, including the dynamics of actuators and 
position sensors that, by employing MatLab/Simulink software, permits the simulation and 
results displaying of dynamic behavior of such systems in front of actuator failures. 

2. Fault tolerant controller: adaptive inertia 
The active fault tolerant control system proposed in this work is based on an adaptive 
control law, specifically: adaptive inertia (Lewis et al., 2004), (Siciliano & Khatib, 2008), 
(Ollero, 2001) then it is necessary to consider the manipulator dynamic model in the way 
expressed in equation (1) (Angeles, 2006), (Craig, 1986), (Spong et al., 2005), where the term 
corresponding to centrifugal and Coriolis forces is expressed through a matrix Vm. 

 ( ) ( ) ( ) ( ),q q q q q= + + +mτ M q V q G F  (1) 

Position, speed and acceleration errors, in terms of manipulator link coordinates, are shown 
in equations (2), (3) and (4), respectively. 
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 = −de q q  (2) 
 

 = −de q q  (3) 
 

 = −de q q  (4) 
 

Clearing link position q, its first and second derivative; from equations (2), (3) and (4), 
respectively we have: 

 = −dq q e  (5) 

 = −dq q e  (6) 

 = −dq q e  (7) 

Next, we define error auxiliar signal r and its derivative ,r  with respect to time, as shown in 
equations (8) and (9), respectively: 

 = +r Λe e  (8) 

 = +r Λe e  (9) 

where: 
Λ : Definite positive diagonal matrix (n×n dimension). 

 

1

2

n

λ
λ

λ

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

Λ  (10) 

Clearing the first and second derivatives from error in equations (8) and (9), respectively, we 
obtain: 

 = −e r Λe  (11) 

 = −e r Λe  (12) 

Replacing equations (11) and (12) in equations (5), (6) and (7), we have: 

 = − +dq q r Λe  (13) 

 = − +dq q r Λe  (14) 

Replacing equations (13) and (14) in expression (1), we achieve: 
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 ( )( ) ( )( ) ( ) ( ),q q q q q= − + + − + + +d m dτ M q r Λe V q r Λe G F  (15) 

Then: 

 ( )( ) ( )( ) ( ) ( ) ( ) ( ), ,q q q q q q q q= + + + + + − −d m d mτ M q Λe V q Λe G F M r V r  (16) 

Making the following matching: 

 ( ) ( )( ) ( )( ) ( ) ( ),q q q q q⋅ = + + + + +d m dY φ M q Λe V q Λe G F  (17) 
where: 

 ( )

11 12 1

21 22 2

1 2

, , , ,

n

n
d d d

n n nn

Y Y Y
Y Y Y

q q q q q

Y Y Y

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

Y  (18) 

( )⋅Y : Regression matrix (n×n dimension). 
φ : Parameter vector (n×n dimension). 
Equation (16) can be written in the following way: 

 ( ) ( ) ( ),q q q= ⋅ − − mτ Y φ M r V r  (19) 
The control torque is given by: 

 ( ) ˆ= ⋅ + vτ Y φ K r  (20) 
where: 

vK : Definite positive diagonal matrix (n×n dimension). 
φ̂ : Parameter estimation vector (n×n dimension). 
The update rule is expressed by: 

 ( )ˆ T= − = ⋅φ φ ΓY r  (21) 

where: 
Γ : Definite positive diagonal matrix (n×n dimension). 

 

1

2

n

γ
γ

γ

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

Γ  (22) 

Replacing equation (21) into equation (20), we have: 

 ( ) ( )T= ⋅ ⋅ +∫ vτ Y ΓY r K r  (23) 

Replacing equation (8) into equation (23), we have: 

 ( ) ( )( )T= ⋅ ⋅ + + +∫ V Vτ Y ΓY Λe e K Λe K e  (24) 
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3. Applications 
3.1 Planar system with two rotational joints 
3.1.1 Vm matrix for 2 DOF 
To obtain the matrix of centrifugal and Coriolis forces in a planar system with two rotational 
joints, we must consider: 

 ( ) ( )mC q,q = V q,q q  (25) 

 ( )T
m

1V = M + U - U
2

 (26) 

 ( )T ∂
= ⊗

∂
MU I q
q

 (27) 

where: 
⊗ : Kronecker product. 
Considering the expression given by (64) (Appendix A), and developing equations (26) and 
(27), we have: 

 11 12

21 22

m m

m m

V V
V V
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

mV  (28) 

 ( ) [ ]T 1 0
=

0 1 1 2q q
⎡ ⎤

⊗ ⊗⎢ ⎥
⎣ ⎦

I q  (29) 

 ( ) 0 0
0 0
1 2T

1 2

q q
q q

⎡ ⎤
⊗ = ⎢ ⎥

⎣ ⎦
I q  (30) 

 1
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q

q

∂⎡ ⎤
⎢ ⎥∂∂ ⎢ ⎥=
⎢ ⎥∂∂
⎢ ⎥∂⎣ ⎦

M
M

Mq
 (31) 

 ( )
11 2 1 c2

12 2 1 c2

21 2 1

2 2
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sin

sin
0
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m

m

V m l l

V m l l

V m l l
V

θ θ

θ θ

θ

θ

θ

= −

= − +

=
=

 (32) 

3.1.2 Regression matrix for 2 DOF 
The regression matrix considering two degrees of freedom is expressed by: 

 11 12

21 22

Y Y
Y Y
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

Y  (33) 
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Calculation of regression matrix is developed in Appendix B, resulting in the components 
we can see in equation (34): 

 ( ) ( ) ( )( )

( )

21zz
c1 1

1

2 22zz
1 1 c2 1 2 1 2 2 1

2
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1 1
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 (34) 

3.2 Planar system with three rotational joints 
We will consider now the three first DOF of the robotic manipulator shown in figure 1. 
 

 
Fig. 1. Scheme of a redundant robotic manipulator of SCARA type 

3.2.1 Vm matrix for 3 DOF3 
From the development of expressions given by (26) and (27), considering three degrees of 
freedom, we get: 

 
11 12 13

21 22 23

31 32 33
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m m m

m m m

m m m

V V V
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mV  (35) 
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0 1 0
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T q q q
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 (38) 

The matrix of centrifugal and Coriolis forces for the three first degrees of freedom of the robot 
manipulator under study, can be expressed by means of equation (39) (see Appendix C):  
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 (39) 

3.2.2 Regression matrix for 3 DOF 
After obtaining the matrix of centrifugal and Coriolis forces Vm for the three first degrees of 
freedom under consideration, we proceed to calculate the corresponding regression matrix, 
whose form is expressed by means of equation (40): 

 
11 12 13

21 22 23

31 32 33

Y Y Y
Y Y Y
Y Y Y

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

Y  (40) 

The components of the regression matrix are developed in Appendix D, and the results can 
be expressed by: 

 ( )2
1zz 1 c 11 11 I m l QY +=  (41) 
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 ( )( ) ( ) ( )2 2 2
1 2 2zz 2 1 c212 1 2zz 2 c22 2 21 2a A AQ Q I m l l Q I m l QY y y yθ θθ− + + + + + + + += +  (42) 
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 21 0Y =  (44) 
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3.2.3 Inverse kinematics  
When a failure arises in the robot manipulator, the fault tolerant controller must reconfigure 
itself, carrying out real-time calculation of the new inverse kinematics that is generated. In 
the case of adaptive inertia control, it is necessary to calculate, in addition to the new joint 
positions, the new joint speeds and accelerations.  
The new position of joint three is given by equation (50): 
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v
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l
l

y
γθ θ
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= −⎜ ⎟⎜ ⎟

⎝ ⎠
 (50) 

The new joint speed and acceleration is given by equations (55) and (56), respectively. 
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 ( )3 arccosN u γθ θ= −  (54) 

 3 21
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−
 (55) 
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 (56) 

The new position of joint one is expressed by equation (57): 
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The new joint speed and acceleration is given by equations (62) and (63), respectively. 
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3.2.4 Simulation curves 
To obtain the different simulation curves for the proposed control system, by employing 
MatLab/Simulink software, we use the simulation diagrams presented in figure 2 and 
figure 3. The resulting curves are shown next:  
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Fig. 2. Schematic diagram showing the block: adaptive inertia 

 

 
Fig. 3. Schematic diagram showing fault tolerant control stage: adaptive inertia 

3.2.5 Results  
After establishing the control laws by adaptive inertia to build fault tolerant control, we 
proceed to test such controller by means of the developed simulation tools. The obtained 
results are as follows: 
Figures 4 and 5 show the test desired joint trajectory, along with the real obtained trajectory; 
and the test desired Cartesian trajectory along with the real obtained Cartesian trajectory. In 
absence of failures, we can see a good tracking of the desired trajectory. 
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Fig. 4. Joint trajectory: desired and real 
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Fig. 5. Cartesian trajectory: desired and real 

In figure 6 we can see the torques applied on each manipulator joint. 
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Fig. 6. Torques applied 

We can notice that the greater applied torque, corresponding to joint 1, experiences 
saturation due to limitations inherent to the actuator.   
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Fig. 7. Joint trajectory: real (failure in actuator Nº 2) 

Figure 7 shows manipulator real joint trajectory when actuator 2 is blocked at 0.5 sec from 
starting trajectory, and figure 8 shows a superposition of real and desired joint trajectories. 
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Fig. 8. Joint trajectory: desired and real (failure in actuator Nº 2) 

The real Cartesian trajectory suffers a remarkable deviation when failure arises in actuator 2 
of the manipulator, as evidenced in figure 9. 
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Fig. 9. Cartesian trajectory: desired and real (failure in actuator Nº 2) 
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In figure 10 we can see torques applied to the robot when the controller has not corrected 
the fault yet (classic adaptive inertia controller: without fault tolerance). 
 

0 0.5 1 1.5 2 2.5 3 3.5 4
-15

-10

-5

0

5

10

15

Time (sec)

τ (
 N

·m
 )

Torques applied (actuator Nº2 fault)

τ1

τ2

τ3

 
Fig. 10. Torques applied (failure in actuator Nº 2) 
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Fig. 11. Joint trajectory: desired, initial and after to failure (actuator Nº 2) 
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Fig. 12. Joint trajectory: desired, initial and real with fault control 



Modeling, Simulation and Control of 
3-DOF Redundant Fault Tolerant Robots by Means of Adaptive Inertia   

 

553 

0 0.5 1 1.5 2 2.5 3 3.5 4

-80

-60

-40

-20

0

20

40

60

80

Time (sec)

q dn
( °

 ) 
   &

q 
( °

 )

Joint trajectory: desired after the fault and real with fault control 

qdn1 qdn2 qdn3 q1 q2 q3

Time-to
-fault

 
Fig. 13. Joint trajectory: desired, after the fault and real with fault control 

In figure 11 we can see desired joint trajectories: initial and after to failure; in the last case, 
we can notice the increase in torques corresponding to joints 1 and 3, in order to compensate 
the failure in actuator 2.   
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Fig. 14. Cartesian trajectory: desired and real with fault control 
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Fig. 15. Torques applied with fault correction 

Figures 12 and 13 show desired, initial and real joint trajectories; and desired, after failure 
and real, respectively, with the application of fault tolerant control by employing adaptive 
inertia. 
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The effectiveness of fault tolerant control by adaptive inertia is evidenced in figure 14, 
where we can see the desired joint trajectory along with the real joint trajectory. We can 
notice a remarkable improvement in the desired trajectory tracking, in comparison with the 
performance under adaptive inertia classic control. 
In figure 15 we notice an increase in needed torques applied to joints 1 and 3, in order to 
follow the desired trajectory in presence of a failure in actuator 2. 
The obtained simulation curves show the better performance of the fault tolerant adaptive 
inertia controller when a failure arises (figure 14), in comparison with the classic adaptive 
inertia controller (figure 9). We can notice the influence of actuators as non-infinite torque 
generators in trajectory following when significant changes in joint position and speed are 
produced.    

4. Conclusions  
In this work we exposed the modeling and development of a fault tolerant controller by 
adaptive inertia, and the simulation of an industrial-type 3 DOF robot, including the 
application of a failure in an actuator. We presented the adaptive inertia parameter 
calculation, considering the manipulator kinematic and dynamic aspects. From the obtained 
results, we concluded that in absence of failures the classic adaptive inertia controller has a 
good tracking of the desired trajectory, as seen in figures 4 and 5. The greater torque applied 
to the manipulator, corresponding to joint 1, experiences saturation due to limitations 
inherent to the actuator, provided for the inclusion of its dynamics in the model. Classic 
adaptive inertia control, in presence of a failure (blocking) in actuator 2, experiences a 
detriment in its performance; in other words, the real Cartesian trajectory suffers a notorious 
deviation when a failure has been applied to the manipulator; this situation is evident in fig. 
8, and in this context the torques applied to the robot decrease significantly, as shown in fig. 
10. Fault tolerant control by adaptive inertia is effective in the occurrence of a fault: the real 
joint trajectory approaches to the desired joint trajectory, what is evident in figure 14. In 
order to compensate the immobility of failure in actuator 2 it is necessary an increase in 
torques corresponding to joints 1 and 3 (figure 15). We can notice the influence of actuators 
as generators of non-infinite torques in trajectory tracking when significant changes in joint 
position/speed occur. Concluding, fault tolerant control by adaptive inertia has a better 
performance in desired trajectory tracking, when compared with classic adaptive inertia 
control.  
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6. Further developments 
Thanks to the development of this work, from the implemented simulation tools and the 
obtained results, fault tolerant control systems essays are being currently carried out, in 
order to apply them to actual robotic systems, with and without link redundancy, like the 
SCARA-type robots shown in figure 16 and figure 17, respectively. 
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Fig. 16. SCARA-type redundant robot, DIE-USACH 
 

 
Fig. 17. SCARA-type robot, DIE-USACH 
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8. Appendices 
8.1 Appendix A: inertia matrix for 2 DOF 
The inertia matrix considering two degrees of freedom is given by equation (64): 
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8.2 Appendix B: regression matrix for 2 DOF 
The regression matrix considering two degrees of freedom, is expressed by equation (33). 
Defining relationships (65) to (68) as: 

 11 1 1dQ q eλ= +  (65) 

 22 2 2dQ q eλ= +  (66) 

 1 11 1dq eQ λ= +  (67) 

 2 22 2dq eQ λ= +  (68) 

The components of the matrix given by equation (33) can be calculated by means of 
expressions (69) to (70): 
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where: 
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With these considerations, the resulting regression matrix components are:   
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Defining relationships (78) and (79) as: 

 1 c2 2sinay l l θ=  (78) 

 1 c2 2cosAy l l θ=  (79) 

The components Y12 and Y22 of the regression matrix can be expressed by: 
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8.3 Appendix C: Vm matrix for 3 DOF 
The Vm Matrix for 3 DOF is expressed by: 

 ( ) ( )( )11 2 1 c2 3 1 2 3 2 c2 2 2 2 23 33 3 33 31 csin sin sin sinmV m l l m l l m l l m l lθ θ θ θθ θ θθθ −= − + − + +  (82) 

 ( ( ))2 1 c2 321 3 1 c3 3 22 21 3 32 c1 332sin si sin sin nmV m lm l l m l l m l llθ θ θ θθθ θ+ ++ −=  (83) 

 ( ) ( )3 2 c 213 33 13 3 31 2 1csin sinmV m l l m l lθ θθ θθ θ+ ++=  (84) 

( )( ) ( )( )12 2 1 c2 3 1 22 2 3 2 c3 3 13 3 321 2 2 31c3sin sin sin sinmV m l l m l l m l l m l lθ θ θ θ θθ θθ θθ θ= − + − − ++ + +  (85) 
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 22 3 2 c 3 33 sinmV m l l θ θ= −  (86) 

 ( )1 232 c 33 2 3 sinmV m l l θ θθ= +  (87) 

 ( ( ))( )13 3 2 c3 3 1 2 3213c33sin sinmV m l l m l lθ θ θθ θθ += − + + +  (88) 

 ( )13 33 22 3 2 c3 sinmV m l l θ θθ θ= − + +  (89) 

 33 0mV =  (90) 
Defining the following relationships: 

 2 1 2 2c sinac m l l θ=  (91) 

 3 1 22 sinbc m l l θ=  (92) 

 3 2 3 3c sincc m l l θ=  (93) 

 ( )3 1 c3 2 3sindc m l l θ θ+=  (94) 

Replacing expressions (91) to (94) into equations (82) to (89), we arrive to: 

 ( ) ( )3211 32m a b c dV c c c cθ θθ θ= − + − +−  (95) 

 ( ) 1 321m a b d cV c c c cθ θ= + + −  (96) 

 ( )2131 1c dm c cV θ θθ+ +=  (97) 
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 ( )3223 1m cV c θ θ θ= − + +  (102) 

 33 0mV =  (103) 

8.4 Appendix D: Regression matrix for 3 DOF 
Defining relationships (104) and (105), and considering the relationships defined by means 
of  equations (65) to (68), we have: 
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 33 2 3dQ q eλ= +  (104) 

 3 33 3dq eQ λ= +  (105) 
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Defining relationships (124) to (129), and considering the relationships defined in (78) and 
(79), we have: 

 1 2 2sinby l l θ=  (124) 

 2 c3 3sincy l l θ=  (125) 

 ( )c 321 3 sindy l l θ θ+=  (126) 

 1 2 2cosBy l l θ=  (127) 

 2 c3 3cosCy l l θ=  (128) 

 ( )c 321 3 cosDy l l θ θ+=  (129) 
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1. Introduction    
In their beginnings, control systems were developed out of a full knowledge of the 
mathematical model of the process to be controlled. Nowadays, however, the trend for 
advanced control systems points to the fact that they can be developed without a previous 
knowledge of the mathematical model of the system to be controlled, hence leading to 
advantages and drawbacks at the moment of their application (Craig, 2006). Amongst the 
most remarkable disadvantages we have the fact that the higher accuracy we ask the 
controller, the more response delay we have (Ogata, 1996). That is why, if we can get a good 
enough system description, control systems can be simplified, enhancing their accuracy as 
well as their speed (Pierro et al., 2008). 
Advanced control techniques allow us an accurate control from a system predictor model, as 
the case of adaptive control techniques by reference model, studied in this chapter. An adaptive 
control system is a controller capable of modifying system's adjustable parameters generating 
an acting signal, in order to keep optimum performance independently from environmental 
modifications. Adaptive control can be represented through the following block diagram:  
 

Process

Identifier

Adaptive 
controller

Sensor

Adjustable
controller

Adaptation 
criteria

Ref Output

+ -

 
Fig. 1. Adaptive control block diagram 
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In the scheme we can notice the need of adaptive control for a model that allows to describe 
the system behavior.  
There are several techniques for modeling a system when we have not information about 
the model, as well as techniques that allows to estimate interesting parameters in a model, 
approximating it to a specific system. These techniques are known as system identification 
techniques, which allows to create or approximate specific mathematic models in order to 
describe, predict or simulate a system (Ljung, 1999).  
In the utilization of system identification methods we have to consider the dynamic nature 
of the system, since there are identification structures for models with linear and non-linear 
dynamics. Generally speaking, the knowledge of the system's dynamics is a previous or 
given information, or, in its absence, we can suspect the kind of structure that will describe 
in a better way the studied system. When starting any identification process, it is necessary 
to take three basic steps (Ljung, 1999): 
1. To carry out an experiment in order to obtain a data set. 
2. To choose a model to be adjusted. 
3. To select from a set of candidate models a rule by which candidate models can be 

assessed using the data. 
Henceforth, we follow with model estimation; as a general rule, those estimated models use 
to result acceptable after several iterations, where we must verify if the obtained model is 
the right one. 
 

Choose 
model 

set
Data Choose 

criterion of fit

Calculate model

Model 
validation Not fitting, check

Fitting, use

Initial knowledge

Experiment
design

 
 
Fig. 2. System identification loop 

In this chapter we will review many system identification techniques and adaptive control 
techniques; both kinds will be applied in the identification and control of a SCARA 
industrial manipulator. In order to do that, we will obtain a model efficiently representing 
the dynamics of a SCARA robot, through Hammerstein-Wiener Models. Those models will 
be verified by implementing several trajectory experiments applied on the system. This 
identification is carried out in the aim to implement Model Reference Adaptive Control 
(MRAC), improving in this way the general behavior of the system. 
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2. Linear system identification 
During the modeling process there arise great problems concerning the choice of modelling 
methods, amongst others. It is here where studies on system identification are centered, 
basically looking to answer the question How to create the model for a specific system from 
measured data? 
Concerning systems identification, when we talk about a system, we mean a process having 
inputs and outputs. Observed variables are simply known as outputs. Inputs that can be 
managed are known as inputs, and other inputs –that only can be measured- are known as 
measurable perturbations and, finally, there are inputs that cannot be measured, known as 
non measurable perturbations (Ljung, 1999). In this way, by means of mathematic methods, 
systems identification tries to model the global behavior of the studied system.  
The most important identification techniques are divided into two major groups: linear 
identification techniques, and non-linear identification techniques. This classification of 
identification techniques is made because in the real field there are systems that can be 
approximated to linear or non-linear models.  
The most popular system identification linear models family is the Black Box models group. 
This family of structures covers a total of 32 models. Black Box models base their 
identification capabilities in parameter adjustment of the polynomials that compose them. 
Those models are composed by 5 polynomials; depending on which polynomials are 
employed, it is the model at which the system is approximated to.  
The BlackBox model is described in (1). 

 B(q) C(q)A(q)y(t)= u(t)+ e(t)
F(q) D(q)

 (1) 

Those polynomials are polynomials in q, that is an operator employed to specify that we are 
working with a discrete system, since the operator is q=z, corresponding to the operator of 
the z transform. In this way, the polynomials are defined in (2). 

 

-1 -na
0 1 na

-1 -nb
0 1 nb

-1 -nc
0 1 nc

-1 -nd
0 1 nd

-1 -nf
0 1 nf

A(q)=a +a q + +a q

B(q)=b +b q + +b q

C(q)=c +c q + +c q

D(q)=d +d q + +d q

F(q)=f +f q + +f q

 (2) 

Through the adjustment of each one of the parameters, we achieve the approximation to the 
studied system. Those adjustable parameters use to be denoted as shown in (3). 

 0 na 0 nb 0 nfθ=[a ...a     b ...b     f ...f ]  (3) 

In some cases we observe that system dynamics has delays from input u(t) to output y(t) of 
nk samples, therefore, some coefficients of the B(q) polynomial are managed as zero (4). 

 -nk -nk-nb-1 -nk
nk nk+nb-1B(q)=b q +...+b q =q B'(q)  (4) 

In this way, the generalized model for the case with delays is shown in (5). 
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 -nk
B'(q) C(q)A(q)y(t)=q u(t)+ e(t)
F(q) D(q)

 (5) 

For the sake of simplicity, it is usual to employ nk=1 and the expression shown in (1). 
Nevertheless, we could always arrive to a general form including the delays by replacing 
u(t) for u(t-nk+1). 
In order to identify the parameters of the model proposed in (1) we employ a predictor with 
the form:   

 D(q)B(q) D(q)A(q)y(t|θ)= u(t)+ 1- y(t)
C(q)F(q) C(q)

⎡ ⎤
⎢ ⎥
⎣ ⎦

 (6) 

This predictor is compared with the system real output and the error is minimized using 
some mathematic algorithm, commonly the least square method. 
A practical summary of linear Black Box models appears in the scheme shown in fig. 3.  
 

 
Fig. 3. General structure of linear Black-Box models 

As already mentioned, depending on which polynomials are employed in expression (1) a 
different structure will be chosen. Generally speaking, the most employed structures for 
systems identification are summarized in table 1.  
 

Employed Polynomials Name of the model structure 
B FIR (Finite Impulse Response) 

AB ARX 
ABC ARMAX 
AC ARMA 

ABD ARARX 
ABCD ARARMAX 

BF OE (Output Error) 
BFCD BJ (Box-Jenkins) 

Table 1. Most popular linear Black-Box models, as a special case of (1) 

The model choice will rely on what is intended to be modeled. We will illustrate this 
situation through an example.  

2.1 Example of model selection 
Lets consider a DC servomotor having only viscous friction, described in fig. 4.  
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Controller Direct current 

motor

Sensor

+
-

Ref PositionE Va

 
Fig. 4. Servomotor block diagram 

The model of a DC motor in the domain of Laplace (Nyzen, 1999) is given by (7): 

 3 2
a m e m

m

1V (s)= JLs +(JR+fL)s +(fR+k k )s Θ (s)
nk

⎡ ⎤
⎣ ⎦  (7) 

where: 
Va :  DC motor input voltage. 
R, L, ke :  Electric parameters of the equivalent circuit. 
km :  Motor characteristic torque constant. 
n :  Geartrain ratio. 
F :  Viscous friction constant. 
It is important to remark that in the model shown in (7) it is included the phenomenon of  
friction in the joint driven by the servomotor, but only considering the linear part 
representing such phenomenon, without including the non-linear parts present in classic 
friction models, like the static friction one (Makkar, 2005). 
Assuming an ideal sensor and a proportional integral controller, as shown in (8):  

 I
a p

kV (s)=k 1+ E(s)
s

⎛ ⎞
⎜ ⎟
⎝ ⎠

 (8) 

Linking equations (7) and (8) we have the equation that models the position with respect to 
the servomotor input voltage:  

 4 3 2
1 2 3 41 5 4 5(r s +r s +r s +r s+r )Θ(s)=(r s+r )U(s)  (9) 

where: 

1
a

2
a

m e
3

a

4 p

5 p I

JLr =
nk
(JR+fL)r =

nk
(fR+k k )r =

nk
r =k
r =k k

 

Using Euler's backward method, shown in (10), we can discretize (9), having:  
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-11-zs=

T
 (10) 

where: 
T: Sample time. 

 -4 -3 -2 -1 -13 61 2 4 7

5 5 5 5 5 5

r rr r r rz + z + z + z +1 Θ(z)= z + U(z)
r r r r r r
⎡ ⎤ ⎡ ⎤′ ′′ ′ ′ ′
⎢ ⎥ ⎢ ⎥′ ′ ′ ′ ′ ′⎣ ⎦ ⎣ ⎦

 (11) 

where: 

1 3
a

2 3 2
a a

m e
3 3 2

aa a

4 p3 2
a a

5 p

JLr =
nk T

3JL (JR+fL)r = +
nk T nk T

(fR+k k )-3JL 2(JR+fL)r = - -
nk Tnk T nk T

JL (JR+fL)r = + +k
nk T nk T

r =k

′

′

′

′

′

 

The model (11) can be represented and approximated through a linear Black-Box model of 
the ARX kind. This model only has A and B polynomials, therefore it can be a good linear 
approximation for a simplified servomotor, considering an A polynomial of order 3 and a B 
polynomial of order 1, as shown in (12) (Santander et al., 2010). 

 -3 -2 -1
3 2 1A q +A q +A q +1 y(t)=B(q)u(t)+e(t)⎡ ⎤

⎣ ⎦  (12) 

Assuming zero error, the model in (12) can be simply written as:  

 -3 -2 -1
3 2 1A q +A q +A q +1 y(t)=B(q)u(t)⎡ ⎤

⎣ ⎦  (13) 

2.2 Choice of excitation signal 
In order to obtain a model describing in an efficient way a given system, we must take into 
account the applied excitation signal, since it will permit a better tracking of the behavior we 
desire to describe.  
Lets consider again the example of a servomotor, in (13) it is clear that it can be described 
with an ARX model, but the choice of the signal that can capture in a better way its 
dynamics it's not a trivial issue, generally depending of the system behavior, and without 
clear rules to follow. For this example we carry out the identification process using three 
different excitation signals: PRBS (Pseudo Random Binary Signal), RBS (Random Binary 
Signal), and GCPS (Growing Constant Pulses Signal) (Santander et al., 2010). 
Using excitation signals we can get the adjustment of A and B polynomials for each one of 
the cases presented in fig. 5, those models are then validated using a smooth trajectory –as 
shown in fig.6- and model errors are calculated using (14). Results are summarized in 
table 2.  
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(a) PRBS excitation 
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b) RBS excitation 
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Fig. 5. HITEC HS-475HB servomotor data, with PRBS, RBS and GCPS excitations, 
respectively 
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Fig. 6. Servomotor response when applying a smooth trajectory 

 
n 2

i ii=1
n 2

ii=1

(o -p )
error%=

o
∑
∑

 (12) 

where: 
oi:  Motor observed values. 
pi:  Predicted or identified values. 
 

Signal error % 
PRBS 193.611% 
RBS 29.968% 

GCPS 16.475% 

Table 2. Approximated ARX models verification results 

We must remark that, for the specific case of the studied servomotor, the best excitation 
signal for servomotor identification is GCPS (Santander et al., 2010). 

3. Wiener-Hammerstein models 
The main objective of this chapter is the control of a SCARA robot, therefore we will focus 
on finding models that describe efficiently the dynamic behavior of robotic manipulators. It 
is important to notice that robot dynamic models are highly non-linear, due to the different 
coupling of their links, and also because of opposition to their movement, that is, friction. 
That is why approximation with linear methods is not enough for a SCARA robot, and 
therefore it is necessary to explore other options providing an efficient modeling of the 
robot. Amongst current and most valid options applied to robots, we find studies carried 
out for parameter estimation of direct dynamic models, using the non-linear function 
obtained by means of Lagrange-Euler or Newton-Euler methods (Gautier et al., 2008), 
(Olsen & Petersen, 2001). Even if the models obtained for describing robot dynamics are 
highly accurate, they require a vast amount of calculations and measurement of robot 
interesting variables, at least the measurement of torque applied on each robot link. But 
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what happens when the studied system have not sensors for torque measurement? It is 
necessary the implementation of such system? Next we will review a modeling option that 
does not require this kind of sensors.  
There is a great variety of methods for non-linear identification, covering many different 
points of view. Up to date, the application of any method is totally arbitrary: some methods 
that work with very good predictions in some cases, are completely useless in other cases. 
The non-linear identification techniques we will review now are the Wiener-Hammerstein 
models. 
It is common to find systems whose dynamics can be properly described by linear systems, 
although having static nonlinearities from the input and/or output. These nonlinearities can 
be caused by phenomena like saturation, or others. In the studied case, the SCARA robot 
actuators are DC motors subject to friction forces, with highly non-linear characteristics, so it 
is a good option to apply this kind of models.  
We talk about Hammerstein models when the static nonlinearity is found in the input, and 
Wiener models when the static nonlinearity is in the output, as shown here:  
 

f Linear model

Linear model f

u(t)

u(t) z(t)

y(t)

y(t)=f(z(t))

f(u(t))

 
Fig. 7. Upper diagram: Hammerstein Model, Lower diagram: Wiener Model 
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selection

Calculate linear model (Phase 1)
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Ok

Prior knowledge

MSEARX & ARMAX

Nonlinear fitting using FNN (Phase 2)

Model validation using new data set

 
Fig. 8. System identification loop for Hammerstein-Wiener models 
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Function f presented in the model can be parameterized in terms of the physical parameters 
that compose it, like saturation level, or also in terms of another non-linear functions. In this 
way, if we assume a linear model G, the output predictor will be:  

 ˆ( | , ) ( , ) ( ( ), )y t G q f u tθ η θ η=  (14) 

For the case of modeling of the linear part we can use Black Box linear models, described in 
the previous section. The non-linear function employed for modeling can be any non-linear 
function that models and contributes to the improvement of the model. The most employed 
ones are: neural networks, fuzzy functions, tree partitioning, and others.  
It is important to have in mind the kind of signal employed for function adjustment, since it 
must capture the system's nonlinear dynamics. It is advisable to employ a set of at least 10 
chained independent trajectories for such identification (Gautier et al., 2008). 
For the identification through Hammerstein-Wiener models we created a scheme that 
particularizes the general scheme of identification loop shown in fig. 2; in this scheme, 
Hammerstein-Wiener models are considered as the predetermined models to be employed. 

4. Adaptive control 
System identification and parameter estimation are vital steps in most control applications, 
as well as adaptive controllers by reference models and self-tuning controllers (Kasim, 2003). 
Adaptive control techniques can be divided mainly in two groups: Adaptive controllers by 
reference models (MRAC) and Self-tuning regulators (STR) (Rodríguez & Lopéz, 1996). The 
MRACs try to find, for a defined input signal, a closed-loop behavior given by the reference 
model. The STRs try to reach optimum control, subject to a kind of controller, getting 
information about the process and its signals. The advantages of the MRACs lie in their 
quick adaptation to a defined input, and in the simplicity of the stability treatment using 
non-linear systems stability theory. The STRs have the advantage of adapting to any case, 
particularly to non-measurable perturbations, having at the same time a modular structure, 
making it possible block programming. In the proposed work we decided to develop 
adaptive control by model of reference.  
The most popular scheme of adaptive control is shown in fig. 9.  
 

 

Process

Reference model

Adaptation 
mechanism

Adjustable 
controller

Ref Output

+ -
-

+

 
Fig. 9. MRAC scheme 
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One of the most important parts shown in the scheme in fig. 9 is the adaptation law. 
Generally speaking, adaptation laws employ Lyapunov’s stability theory and Popov's 
hyperstability theory.  

4.1 Adaptive control design 
The method presented below is based in the utilization of sensibility models, so parameters 
can be adapted in the right way. The method deduction starts by setting the actuation index. 
Given a reference model Gref and an adjustable system Gadj(û), which we desire to follow 
the model for getting zero or minimum error in case or perturbations, we define: 

 21J= e dt  ;  e= -
2 m ay y∫  (15) 

where: 
ym: Motor observed values. 
ya: Predicted or identified values. 
û: Adjustable parameters. 
By using the optimization rule by gradient, we obtain the adaptation rule: 

 JˆΔu(e,t)=-Kgrad(J)=-K
û
∂
∂

 (16) 

The variation of the adjustable parameter with respect to time will be: 

 
ˆ

û= K
û

u J
dt t
∂ ∂ ∂⎛ ⎞= − ⎜ ⎟∂ ∂⎝ ⎠

 (17) 

Assuming a slow variation of the adaptation law: 

 2û J 1 eû= -K K e Ke
ˆ ˆ ˆdt u t u 2 u

∂ ∂ ∂ ∂ ∂⎛ ⎞ ⎛ ⎞= = − = −⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
 (18) 

The adaptation rule presented in 18, is known as the MIT adaptation rule (Whitetaker et al., 
1958). 

 m a a(y -y ) ye
ˆ ˆ ˆu u u

∂ ∂∂
= =

∂ ∂ ∂
 (19) 

The partial derivative of ya with respect to û is the sensibility of the adjustable system with 
respect to the parameter. In this case, the sensibility function is proportional to ym, leading 19 to: 

 û=-Keym  (20) 

This rule has been very popular, although having some disadvantages we should take in 
consideration: 
• When adjusting several parameters, it is required a great number of sensibility functions. 
• The adaptation gain controls the adaptation speed: if it’s too high, it can cause system 

unstability, and if it’s too low, the adaptation will be slow.  
• To obtain a good behavior between speed and stability, studies must be carried out 

through simulation. 
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5. Description of SCARA robot model 
Next, we will make a brief description of the system on which identification and adaptive 
control techniques previously explained will be theoretically and practically applied. This 
system is a SCARA (Selective Compliant Assembly Robot Arm) robot with 6 DOF (Degree 
Of Freedom), whose construction is a cheap solution for design and implementation of this 
kind of systems, and that was developed by students of the Department of Electric 
Engineering of the Universidad de Santiago de Chile, for teaching and research purposes. 
 

   
Fig. 10. Real employed SCARA system 
The first three joints of this system are driven by DC motors controlled by signals provided 
by an interface implemented through the utilization of MatLab/Simulink software, and the 
other three joints are driven by servomotors. The SCARA system has an encoder in each one 
of the main joints, letting angular position readings for the first two rotational joints, and 
linear position readings for its prismatic joint, permitting the positioning of objects in space. 
The employed encoders were specifically designed and manufactured for this particular 
purpose. The last three actuators, located in the end of the robot’s kinematic open chain, 
permit the driving of a clamp able to orientate objects in space. This clamp is endowed with 
pressure sensors in the tips.  
It is important to remark that this robot, besides the non-linearities inherent to this kind of 
system, poses additional control challenges, due to mechanical building imperfections. One 
of the most important problems is the difference between absolute values of the torques 
required for rotate in either way each one of the first two joints, because of mechanical 
imperfections in the employed gear trains. Due to this, the rotation speeds to the left or right 
of those joints are not equal to the absolute values of the applied torques. That is why this 
system poses additional control challenges, compared with other SCARA robots currently 
available in the market, since for achieving a good performance, in theoretical and practical 
ways, it is necessary to investigate, develop and implement control algorithms allowing to 
obtain better intelligent controllers.   

6. Hammerstein-Wiener models applied to the SCARA system 
For the application of identification techniques it is necessary to gather data that capture the 
robot dynamics, requiring the concatenation of at least 10 different trajectories, so the 
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identification process can be developed with a proper and sufficient amount of information. 
That is why excitation trajectories are generated and applied combining different dynamics, 
in order to obtain a good identification of the studied system (Janot et al., 2007), (Gautier et 
al., 2008), (Olsen & Petersen, 2001). The trajectories employed in this process are generated 
out of an interpolation or third degree, being known the final and initial position, and the 
initial and final times of the two first joints of the studied system. We look for capturing the 
non-linear dynamics of the robot, considering its total work range, from -135° to 135° for 
each joint. In order to capture the dynamics of the system’s non-linear behavior, sudden 
changes in rotation way and speed are produced, and for doing that, 10 different trajectories 
are concatenated, as shown in fig. 11.   
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a) Trajectory applied in joint 1 
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b) Trajectory applied in joint 2 

Fig. 11. Trajectories applied in joints 1 and 2, respectively 
The major dynamic complexities of this robot are found in its two first joints, therefore, the 
process of parameter identification is carried out on these joints only. 

6.1 Linear models 
Using data from the application of trajectories for both joints, black-box linear models for 
describing the system dynamics are proposed. In this regard, the following scheme is used: 
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Fig. 12. Linear model adjustment scheme 
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a) Actuation signal of joint 1 
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b) Actuation signal of joint 2 

Fig. 13. SCARA robot actuator signals applied 
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The actuator signals applied to the SCARA robot for the trajectories shown in fig. 11 are 
used as input for adjusting the parameters of the polynomials in different linear models. The 
actuator signals are shown in fig. 13. 
To select the most appropriate linear model for the identification of the different joints of the 
system under study, the model used in Example 2.1 can’t be used, since it is highly complex 
and there is too much parameters uncertainty. Model selection and order of polynomials is 
done by selecting the simulation tests that best fits. Keep in mind that the linear model fit 
doesn’t need to be too accurate, since this is used as part of a nonlinear model named 
Hammerstein-Wiener model. 
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a) Linear model performance for joint 1 
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b)  Linear model performance for joint 2 
 

Fig. 14. Linear models performance for joints 1 and 2, respectively 

To create linear models, actuator signals in both joints are used as inputs, and the joint 
position as a reference signal. For joint 1, the linear model that best fits is an ARMAX with A 
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polynomial of order 3, the B polynomials of orders 4 and 2 respectively, and finally a C 
polynomial of order 2. The fitting percentage is 52.82%. For joint 2, the linear model that best 
fits is an ARX, with A polynomial of order 4, and B polynomials of order 5. The percentage 
fit of this model is 41.41%. Both models used a first order delay for the first actuator entry 
and a second order delay for the second actuator. The responses of both models are shown 
in the figure 14. 

6.2 Hammerstein-Wiener models 
From the previous linear models, the proposed nonlinear model can be completed. The 
realization of this model uses the following scheme: 
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Fig. 15. Hammerstein-Wiener models fitting scheme 

The nonlinear functions used are three-layered Feed forward Neural Networks (FNN). The 
FNN training results that correct the Hammerstein-Wiener model are shown below: 
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a) Hammerstein-Wiener model response for both joint 1 
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b) Hammerstein-Wiener model response for both joint 2 

Fig. 16. Hammerstein-Wiener model response for both joints  

6.3 Model implementation 
The implementation of the obtained models is performed using MatLab/Simulink software, 
due to its simplicity in creating simulations, and in the fact that the studied robot is 
controlled through an interface created in it. The model implemented is the following: 
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Fig. 17. Implemented model in MatLab/Simulink 
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The specific identification model is shown in figure 18. 
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Fig. 18. Hammerstein-Wiener Model 

6.4 Model validation 
To ensure that the model obtained is a good representation of the joints of the SCARA 
system, another experiment is performed using a path different from that used for fitting, 
which allows evaluating the system behavior. The validation, implementing 3 different 
experiments, was carried out on-line. The scheme implemented in MatLab/Simulink used 
for controlling the SCARA robot and verifying the created model is shown below: 
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Fig. 19. Implemented control system  

For the first verification experiment, we applied a trajectory to the first joint, keeping fixed 
the second joint.  
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Fig. 20. Joint 1 verification; experiment 1 
 

0 5 10 15 20 25 30 35 40 45
-5

-4

-3

-2

-1

0

1

2

3

4

Time (s)

Po
si

tio
n 

(d
eg

)

Hammerstein-Wiener Model of Joint 2 
Verification Experiment 1

 

 
Joint 2
H-W Model Joint 2
Error

 
Fig. 21. Joint 2 verification; experiment 1 

For the second experiment, we applied different trajectories to both joints, the verifications 
are shown next: 
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Fig. 22. Joint 1 verification; experiment 2 
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Fig. 23. Joint 2 verification; experiment 2 

Finally, in order to carry out a most exigent test to the created model, we applied a PRBS 
signal as reference for the robot to be followed in its second joint, and a normal trajectory in 
the first joint. The results are shown below:  
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Fig. 24. Joint 1 verification; experiment 3 
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Fig. 25. Joint 2 verification; experiment 3 
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7. MRAC implementation 
For the implementation of MRAC we will employ the sensibility theory presented in eq. 20. 
The implementation of such controller, using MatLab/Simulink software, is shown below: 
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Fig. 26. MRAC Implementation 

For the implementation of the sensibility theory we created three adaptation law blocks. 
Adaptive control makes parameter adjustment of a classic PID controller, as shown in the 
next figure:   
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Fig. 27. Adaptive Controller 

The adaptation laws were built accordingly to (Espinoza, 2009), and are shown in the figure 
below:  
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Fig. 28. Adaptive law 

7.1 Results 
Applying a step of 50° for the first joint and of -50° for the second joint, we obtain the 
following response of the system with adaptive controller: 
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Fig. 29. Response to step, joint 1 
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Fig. 30. Response to step, joint 2 

Finally, we apply a trajectory for verifying the result obtained with the implemented 
controller. 
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Fig. 31. Response of joint 1 to a trajectory 
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Fig. 32. Response of joint 2 to a trajectory 
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Fig. 33. Actuation signals of joint 1 
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Fig. 34. Actuation signals of joint 2 

8. Conclusions 
Through the application of Hammerstein-Wiener models we can identify efficiently the 
dynamics of a real manipulator robot. For the application of those models, it is only 
necessary to know the position output of each joint and the robot’s actuation signal.  
We propose a new particular identification loop for Hammerstein-Wiener models, shown 
schematically in fig. 8, where we consider ARX or ARMAX linear models and a non-linear 
part composed by FNN. It is important to notice that for non-linear cases, the choice of 
linear model and the FNN configuration is obtained thanks to experimental developments, 
choosing the models better describing the studied system, from a set of identified models.  
From the verification carried out for the obtained Hammerstein-Wiener models, we 
conclude that those models can capture the non-linear dynamics of the system; nevertheless, 
those models present little errors when more exigent trajectories are applied to the system, 
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as in the case of PRBS trajectory (see fig. 25), due to the fact that the dynamics of the first 
two links is coupled, therefore, sudden movements in a joint cause unidentified 
perturbations in the adjacent joint. 
An adaptive controller has been successfully implemented in a real system. Although we 
can notice some flaws in the identified model of the real robotic system, the adaptive 
controller follows closely the behavior of the model (see figs. 28 and 29). A remarkable 
aspect is that actuation signals obtained employing the adaptive controller are smoother 
than the ones obtained with the Gain Scheduling controller implemented first in the robotic 
system, both for the applied trajectories (see figs. 31 and 32), and their respective actuation 
signals (see figs. 33 and 34). The smoothing of actuation signals in both joints, as the case 
obtained in this work, leads to a decrease of oscillations in the joints, lower material fatigue 
and, therefore, a lower energy consumption for the robotic system.  
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